
EXCHANGE RATE INSTABILITY

Its Effect Upon African Primary Product Exporters

I. Introduction

In the past, commodity prices have shown a tendency to move in response to the 
trade cycle in industrial countries. Supply shocks arc of importance to individual 
commodities, but they can be expected to occur randomly, so that they tend to 
cancel each other out in any index of commodity prices as a whole. If we con­
sider such an index, and leave to one side the issue of long-term trends in the 
terms of trade, the fluctuations around the trend can reasonably be expected to 
have much to do with changes in demand in the industrial countries. At present, 
there seem to be strong reasons for supposing that this relationship has been 
behaving in an odd way. Since the autumn of 1982, when a sudden boom on the 
New York stock exchange heralded the US’s emergence from recession, commodi­
ty prices do not seem to have responded to the renewed growth in the industria­
lised economies to anything like the degree that would have been expected. As 
one surveys the principal commodity markets - grain, sugar, cocoa, petroleum, 
coffee, rubber - the prevailing impression is one of continued weakness; in all 
of these markets problems of excess supply and low prices seem endemic despite 
a macro-economic recovery which, in the United States at least, has been 
remarkable, even if it is now well past its peak.

This paper sets out to investigate, with particular reference to the commodities 
exported by sub-Saharan Africa (excluding South Africa), whether this impress­
ion is well-founded, and, if so, to investigate some of the causes of the phenom­
enon. It will be concerned especially with the relationship between developments 
in commodity markets, and those in international financial markets: after briefly 
surveying the issue in general terms, its prime concern will be a policy-oriented 
analysis of recent developments.

Diagram 1 below provides a simple illustration of the phenomenon with which 
we are concerned: it can be seen that the dollar index of all African commodity 
export prices falls fairly steadily through the recession without picking up much 
during the subsequent 1982-1984 recovery. (The way in which the indices have 
been derived, the adequacy of this particular measure, and the results of using 
other measures, will be discussed in detail in Section III below.)

One of the most striking features of world trade over the period from 1981 to 
the first half of 1985 has been the surge in the international value of the US 
dollar: the 27% rise in its value in terms of SDRs, from 0.77 in 1980 to 0.98 in 
1984, is an obvious measure of this dramatic change, but one which is biased 
downwards to the extent that the dollar is itself a part of the basket of curren­
cies making up the SDR. Since currencies serve as measures of value, one of the 
principal issues that will need to be addressed is that of measurement: before it 
is possible to analyse the real effects of currency fluctuations on commodity 
exporters, it will first be necessary to devise methods of showing to what extent 
the fluctuations have been real, and to what extent they are illusory appearances 
deriving from the use of inadequate measures.
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The paper contains four principal sections. The first analyses the theoretical 
issues concerning the way in which exchange rate fluctuations affect commodity 
markets. This theoretical discussion is itself divided into two parts. In the first, 
the question of risk and uncertainty is addressed: the problems posed by the fact 
that, not only are commodity prices themselves volatile and unpredictable, but 
also, even if a means is found of stabilising their value when expressed in terms 
of a particular currency, there remains the problem posed by the uncertainty 
attaching to the value of that currency.

The second issue addressed in the theoretical survey is the impact of the rise in 
a particular currency on the supply, demand and prices of commodities. It 
explores the relevance of such issues as commodity-exporting countries’ import 
patterns, and the pricing of substitutes, to show the way in which a change in 
the international value of a major currency (over and above such changes 
needed to compensate for differing internal inflation rates) can have a complex 
set of real effects, as well as merely changing the unit of measurement.

The second section begins by analysing the macro-economic developments in the 
USA which are associated with the strength of the dollar, and also with other 
phenomena that have affected commodity markets (such as the high level of real 
interest rates, and the massive US trade deficit). This section continues with a 
detailed empirical investigation of the recent experiences of African commodity 
exporters. It discusses the appropriate measure of real prices, in the absence of 
stability among the major currencies. It also shows the influence of the monetary 
policies (exchange rates and inflation rates) of commodity-exporting countries on 
the local purchasing power of the revenues accruing to exporters of commodities. 
Having clarified the history of real price movements, the second section goes on 
to analyse the chain of causation between US government economic policy (the 
principal cause of the three linked phenomena of dollar fluctuations, high real 
interest rates, and the US current account deficit) and commodity prices. Fin­
ally, it looks at the effect on commodity markets of IMF-sponsored adjustment 
policies.

The third section analyses those policy options that are available to the inter­
national community, and more particularly to governments and enterprises in 
commodity-exporting countries, to deal with the problems analysed in the preced­
ing section. It looks both at trade policy, in the shape of international commod­
ity agreements and counter-trade, and also at financial measures to limit the 
damage caused by instability among the major currencies. These include measures 
to deal with mis-matches between the currencies in which outgoings, including 
debt obligations, are due, and those received from commodity exports; they also 
include measures to reduce risks of fluctuations in commodity prices, exchange 
rates and interest rates.

The final section summarises the study and provides the conclusions and policy 
recommendations of the research.
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II. A Survey of the Theoretical Issues

The monetary arrangements which have governed international transactions since 
the collapse of Bretton Woods in the early 1970s have a number of implications 
for international trade, two of which are of particular importance. In the first 
place, the crucial difference between present arrangements and those which 
characterised the Bretton Woods period is the increased uncertainty about future 
exchange rates, and the associated risks borne by exporters and importers, which 
are important features of present trade. While risk management institutions, 
especially futures markets in currencies and interest rates, have been developed 
to reduce these risks, and although the use of these facilities has grown rapidly, 
international trade and investment decisions are still risky; not least because the 
time horizon over which international investments yield returns is generally 
much longer than the time horizon of futures contracts. The first question that 
arises, therefore, is: how does this exchange rate risk affect the volume of trade, 
and the prices at which trade takes place?

Second, while debate continues about whether international flows of speculative 
capital are, in the international economics jargon, autonomous or simply accomm­
odating of variations in countries’ current accounts, the fact remains that, in the 
short term, major international currencies can change in value in response to 
developments which have little to do with the international market for goods. 
Moreover, it is apparent that the "short-term" in this context can be several years 
in duration. This creates the possibility that movements in the exchange rate of 
a major currency can affect the market for goods: indeed, there is widespread 
agreement that the upward drift in the international value of the dollar, which 
began in late 1981, has affected world commodity markets, although there is no 
agreement about why. The second question, therefore, is: what has been the 
effect on traded goods of the high-valued dollar?

These two issues are closely related, although they can be treated separately. The 
first is a problem of the impact of uncertainty about future exchange rates, 
whereas the second is a problem about a persistent trend in the international 
price of a single major currency. The second problem, therefore, can be analysed 
abstracting from the risk which is central to the first, even though there was 
considerable uncertainty about the path of the dollar while it was rising. In the 
following sections, we consider these two issues in turn.

A. Exchange rate risk and international trade

Exchange rate risk arises when trade is invoiced in the currency of the exporter 
or importer, but there is uncertainty, at the time of invoicing, about the 
exchange rate which will obtain when the invoice is settled, and when it is not 
possible for the parties to the trade to cover all their future currency positions 
in futures or forward markets. It appears to be the case that most trade among 
developed countries is financed in the currency of the exporter; the major 
exception is US imports, which are frequently invoiced in dollars. In the case of 
trade involving developing countries, it has been estimated (see Page, 1981) that 
85% of their exports and 72% of their imports are invoiced in dollars. In these 
circumstances, it is apparent that most currency risks in international trade are 
borne by the importer.

In the framework of competitive firms which seek to maximise expected profits 
and to minimise the standard deviation of those profits, it is easy to show that
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an increase in exchange rate uncertainty will, ceteris paribus, shift the demand 
curve for imports downwards, in much the same way as a decrease in income in 
an importing country. A similar result can be derived assuming the exporter 
bears the risk. There are, therefore, good reasons to expect the volume of inter­
national trade in goods to be adversely affected by an increase in uncertainty.

A priori, the effect of increased risk on prices is ambiguous; the more risk 
averse importers are, the fewer imports they will buy, thereby decreasing 
demand and pushing the foreign currency price downwards. On the other hand, 
the more risk averse exporters are, the more they will restrict their export 
supply and charge a higher price to obtain a risk premium.

These theories about the consequences of exchange rate instability have been 
tested empirically using models of international trade flows. (For example, see 
Hooper & Kohlhagen (1978), Wilson & Takacs (1979) and Cushman (1983)) These 
models typically use large data sets, deal with trade flows at a high level of 
aggregation and concentrate on trade among industrial countries. The inevitable 
consequence of using large sets of aggregated data is econometric difficulty in 
separating different effects, but the studies cited above do provide some evi­
dence that in the short term, contrary to theoretical expectation, the principal 
impact of increased exchange risk is on price, rather than on quantity. This is 
probably the result of price-inelastic export supply when price falls and price- 
inelastic import demand when price rises. In the longer term, however, the 
studies do provide support for the view that increased exchange risk reduces the 
volume of international trade, and has little impact on price.

A recent study by the IMF (IMF 1984) called attention to the serious statistical 
problems experienced with such large data sets, and was unable to discover a 
statistically significant link between exchange rate volatility and international 
trade. Moreover, as this study emphasised, existing statistical techniques would 
only allow detection of the direct impact of exchange rate volatility on trade. It 
would not be unreasonable to expect there to be indirect effects through shifts 
in the pattern of investment, especially in the production of traded and non- 
traded goods. Yet the available empirical work has not so far attempted to 
measure these effects. One further indirect effect which is suggested by the IMF 
study that a high degree of exchange rate volatility may generate increased 
demands for protectionism from those industries which are most vulnerable when 
the exchange rate changes. Since there is asymmetry, in this context, between the 
effects of exchange rate increases and decreases, an overall increase in 
protectionism may result if governments accede to these demands for protection. 
It is, however, difficult to determine the importance of different factors which 
lead industries to request protection.

Two caveats must be issued about the available empirical research. The first is 
that, as risk-averse profit-maximisers continue to experience exchange risk, their 
use of risk management facilities will increase, lessening the impact on trade 
volumes. Second, these studies concern aggregated trade flows, not trade in 
individual commodities. Since price risk and institutions for moderating price 
risk have long been present in primary commodity markets, participants in these 
markets may be more sophisticated in risk management than participants in 
markets for manufactured goods. The implications of the above hypotheses about 
exchange rate risk for trade in primary commodities have not been explicitly 
considered by economists, despite the large volume of writing about the impact 
of risk on commodity production.
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Nonetheless, to the extent that primary commodities face substitutes which can 
be produced in the importing country, exchange rate risk may well reduce the 
volumes of commodity trade by encouraging importers to look for less risky 
supplies. Many commodities exported from developing countries do face competi­
tion from substitutes produced in their export markets: natural rubber competes 
with synthetic rubber, cotton with polyester and other synthetic fibres, cane 
sugar with beet sugar and HFCS; and the EEC’s agricultural policy has produced 
a number of distortions in the markets for animal feeds and oilseeds, affecting 
the trade off between imports and European production. The available theor­
etical and empirical economic literature, therefore, suggests that commodity 
markets may have suffered somewhat from exchange rate variability, although 
the effect is likely to have been small.

B. The price of the dollar and the prices of goods

The international value of the dollar has appreciated considerably since late 
1981. Throughout its rise in value, there has been considerable uncertainty about 
the heights to which it would climb, and the time scale of its ascent and 
expected descent. To a large extent, therefore, the "problem" of the dollar has 
been a problem of risk and uncertainty. In this section, however, we abstract 
from this aspect of the problem, and consider simply the impact of the dollar’s 
appreciation on commodity prices.

The reasons for the appreciation in the international value of the dollar are set 
out in Chapter 2 below; from the point of view of primary commodity markets, 
this appreciation can be treated as exogenous. There is very little economic liter­
ature on the impact of this appreciation on commodity markets. What literature 
is available is concerned with the impact on US primary commodity exports of 
the dollar’s appreciation; but since US producers receive dollars for their produc­
tion, the US research has been more concerned with the US market share (which 
has declined, as one would expect) than with price. This literature, therefore, is 
not particularly relevant to other countries.

In order to assess the impact of dollar appreciation on commodity prices, there­
fore, it is necessary to set out a simple analytical framework. In what follows, 
we assume a competitive market for commodities, and a world with two 
countries (the USA and the rest of the world) and two currencies (the dollar 
and the local currency). We also assume that we have a commodity produced in 
the rest of the world and consumed in the USA and the rest of the world.

Let S equal supply;
D equal demand;
M equal share of world demand;
Pd equal demand price and P5 equal supply price;

r equal $/unit of local currency (the exchange rate); 
variables with the superscript us denote the USA, and 
variables with the superscript 1 denote the rest of the 
world.

Supply in the rest of the world is a function of the local currency supply price:
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and demand in the rest of the world is a function of the local currency demand 
price:

Demand in the USA depends on the dollar price:

Then, the equilibrium condition is that

Taking the total differential, we obtain, with some manipulation,

where ES is the elasticity of supply, and Ed is the elasticity of demand, in the 
USA or the rest of the world, depending on the superscript.

Since the two countries constitute the entire market,

we can substitute in (1),

(2)

It is possible to derive some conclusions about price changes using these results. 
In the first place, since supply elasticities are positive, and demand elasticities 
negative, we know

And, of greater interest, expression 2 tells us that the impact of a change in the 
dollar exchange rate on the local price of a commodity is positively correlated 
with the importance of the US in world demand. A polar case is represented by 
a zero supply elasticity and the US accounting for all of world demand: in this 
case, a rise in the dollar (i.e. a decline in r) would produce an identical 
percentage rise in the local currency price. The dollar price, on the other hand, 
declines: we can derive
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(3)

Since the expression in brackets is non-negative, a decline in r (i.e. an 
appreciation in the dollar) causes the dollar price to fall. It can also be shown, 
however, that the decline in dollar prices is smaller, and the increase in local 
currency prices is greater, when the USA's share in world demand is larger.

In general, therefore, the impact of dollar appreciation on commodity prices 
depends on the elasticities of demand and supply and the share of world 
demand accounted for by the USA. It will be the case, except under perverse 
conditions, that dollar prices decline, and non-dollar prices rise, when the dollar 
appreciates. Countries producing commodities for which the US is the major 
market will experience the greatest gains in their local prices (and thus the 
greatest incentive to increase production.)

In broad outline, these results continue to hold when the assumption of perfect 
competition is relaxed, although for individual producers who face downward 
sloping demand curves the precise effects of exchange rate changes depend on 
whether the original price in the local market is above or below the local 
currency price which maximises profits. .However, since the assumption of 
competition is not unreasonable for African commodity exporters, and since the 
algebra is rather complex, this case is not examined in detail here.

The theoretical evidence, therefore, indicates that the strength of the dollar in 
recent years has affected commodity prices, although it also indicates that the 
effect has not been the same across all commodities. The empirical aspects of 
commodity price behaviour are examined later in this document.
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III. Analysis of Special Issues Raised by the Experience of 1980-1985

A. US Government Macro-Economic Policy

(i) Macro-economic background

The period with which we are mainly concerned - the years from 1981 to the 
present - is characterised by a number of phenomena occurring simultaneously, 
of which the high dollar is one, and the two others of most immediate concern 
to us are the massive US current account deficit and the high level of real 
interest rates. The previous section has analysed theoretically the impact of the 
high dollar, but since each of the other two phenomena is potentially capable, in 
its own right, of exerting an effect on commodity prices, any understanding of 
recent developments in commodity markets must incorporate some attempt to 
ascertain the relationship between these phenomena, and to disentangle the 
chains of causation. Unless this is done, the danger exists that false conclusions 
will be drawn by imputing cause-and-effect relationships where none exist.

For example, one could produce a diagram that would appear to show a very 
strong tendency in recent years for the oil price, expressed in dollars, to decline 
when the US current account deficit widens. Clearly such a diagram would be 
seriously misleading, since it is apparent on a priori grounds that there is no 
plausible chain of causation which could lead from a deteriorating US trade 
balance to a weakening of the oil market: the cause for weakening dollar oil 
prices must be sought elsewhere, and particularly (though not exclusively) in the 
other two phenomena listed above. This illustration should alert one to the 
danger of phoney correlations, and to the importance of understanding the 
macro-economic roots of all three of the phenomena.

Fundamentally, many of the disturbances in commodity markets in this period 
can be traced back to the effects of the growth in the US budget deficit, and it 
is necessary to give an account of the ramifying effects of this internal change 
in the US if there is to be any chance of identifying causal relationships.

The close relationship between the deficit and the deterioration in the US trade 
balance can be seen clearly by using flow-of-funds analysis. This is based on the 
necessary ex-post identity of net borrowing and net saving in an economy. If 
one agent within the economy expands its net borrowing (for example, if the 
government increases its net fiscal deficit) then, either other groups within the 
economy must increase their net lending, or, if this does not occur, the current 
account balance, which represents the net lending to, or borrowing from, the rest 
of the world, will deteriorate.

The other groups within the economy who could increase their lending to offset 
the increased net borrowing by the public sector are, firstly, the corporate sector 
and, secondly, households. Changes in household net lending have played a 
relatively minor role in the recent developments: the propensity to save in the 
US is low, and has tended to decline at times of falling inflation and to rise 
when inflationary expectations are strong. It appears that households act to build 
up a target level of savings, and during inflationary periods, far from being 
deterred by the low or negative rate of return on their savings, they save more 
to keep pace with the erosion of the value of their balances.
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The level of corporate net borrowing has much to do with the volume of 
investment: in the initial period in which the Federal deficit grew (i.e. until the 
summer of 1982) corporate investment expenditures were low, and some of the 
additional net lending came from this sector. However, when the boom got under 
way, so did corporate demands for funds, and at this stage the current account 
deficit began to bear the brunt of financing the Federal deficit. At present, the 
current account deficit corresponds to over a half of the total net lending 
needed to finance the Federal deficit.

Financing a current account deficit requires either an increase in lending by 
foreigners, or a decrease in lending to foreigners. In the case of the USA, the 
latter has played the largest role. US capital outflows collapsed from $119 bn in 
1982 to $49 bn in 1983, and in 1984 again fell by more than half, to $21 bn. In 
particular, net lending to developing countries has fallen: as Latin American 
countries have cut back sharply on their imports in the wake of the debt crisis, 
so has export credit finance and similar short-term lending by the USA fallen 
back, while increases in long-term lending have been jeopardised by the crisis of 
confidence in the ability of developing countries to service even their present 
level of indebtedness, let alone increases in real borrowing.

To go, as the USA has done, from a $6bn surplus on current account in 1981 to 
a $100bn deficit in 1984 might be expected to bring about a crisis of confidence 
in a currency which would be associated with a fall in its international value, 
rather than the surge that took place in 1981-1984. While the emergence of the 
current account deficits can be seen as a direct counterpart of the Federal 
deficit, monetary policy needs to be brought into the picture to provide an 
explanation for the changes in interest and exchange rates. Bearing in mind that 
government debt comprises both money and non-money assets, any attempt to 
limit the growth of money supply to a rate of increase that is lower than the 
rate of increase of the public deficit must necessarily imply increasing the share 
of total public debt that is in the form of non-money assets such as long-term 
debt. Thus sales of bonds must rise proportionally even faster than total public 
debt. Such a massive funding operation is bound to force bond prices down and 
interest rates up, and this was indeed the case, particularly in the earlier years 
of the 1981-1984 period.

The commitment to tight money supply had begun in the final years of the 
Carter administration, and the results in terms of lower inflation rates and 
lower inflationary expectations began to appear in 1980. However, the rise in 
real interest rates that was needed as lax fiscal policies began to collide with 
money supply targets was not mirrored in nominal interest rates: rather what 
happened was that the rate of inflation subsided, but nominal rates did not. 
After August 1982, when a loosening of monetary policy, quickly followed by a 
stock market boom, triggered off the period of rapid economic growth that 
lasted till the end of 1984, nominal interest rates even fell back somewhat. But 
it was not until the end of the period that real interest rates began to subside, 
as the monetary reins were slackened further in an attempt to prolong the 
recovery when it showed signs of flagging in early 1985.

Positive real interest rates are a relatively novel phenomenon in the post-war 
era: in the 1970’s only West Germany, of the major industrial economies, consist­
ently provided a return on government debt that was in excess of the rate of 
inflation. While the need for high real interest rates was dictated by internal 
monetary and fiscal policies, they also had international repercussions. The US 
became an increasingly attractive haven for international lenders. The reduction
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in US overseas lending had already borne the initial brunt of financing the 
deterioration of the current account deficit, and high real interest rates brought 
an increase in the demand for dollar assets which was more than sufficient to 
meet the rise in supply associated with the current deficit: consequently the 
exchange rate soared.

This explanation traces both the height of the dollar and the size of the US 
current account deficit back to changes in the size and method of financing of 
the US Federal deficit. An alternative explanation of the current account deficit 
is simply to take it as the direct result of the height of the dollar, regarding 
the latter as the cause and the former as the effect. While these two events are 
clearly closely related, and there is a sense in which this explanation is correct, 
consideration of the flow-of-funds analysis suggests that this latter view is a 
more superficial way of looking at matters. Without the growth in net public 
borrowing, neither of the other two sectors, households or enterprises, are likely 
to have altered their net savings in the way that would have been the necessary 
counterpart of the growth in net foreign lending in the US.

The foregoing analysis suggests just how complex is the task of assessing the 
effect of the recent exchange rate changes on commodity markets. To look at 
the overall effect of the growth of US public borrowing on commodity markets 
would have been difficult enough, since it implies correctly allowing for the 
effects of exogenous supply changes. But in addition to this, focusing specifically 
on exchange rate changes implies also attempting to discount the effects on 
commodity markets of the two other effects of the same root cause, (high 
interest rates and a growing US current account deficit). The problem of identi­
fication is a formidable one, and in a strictly econometric sense probably an 
insuperable one. For this reason, a great deal of caution and common sense is 
necessary in interpreting the statistical data.

(ii) The Effect of Macro-Economic Developments on Commodity Prices

The introduction to this paper contained a Diagram in which was plotted the 
evolution of the prices of commodity exports of importance to African countries, 
in terms of current US dollars. Current dollars were used as a measure of value, 
both in order to highlight the problem, and also because that is the unit in 
which most transactions actually take place. However, it is time to look more 
closely at the evidence, using measures of value that are perhaps more meaning­
ful.

Table I below shows the relative importance of certain major commodities to 
sub-Saharan Africa (excluding South Africa). In total, the commodities listed 
below account for 68% of the region’s total exports, and for over 90% of their 
commodity exports. It can be seen that oil exports, principally from Nigeria, 
massively predominate: not only do they account for 94% of Nigeria’s exports, 
but for over three quarters of those of the whole region.
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Table 1: Importance of Principal Commodities 
in Africa’s commodity Exports

Total Exc. Oil Agric.

Cocoa 5.0 20.3 26.4
Coffee 7.5 30.6 39.7
Tea O.8 3.3 4.3
Sugar 1.8 7.4 9.7
Groundnut 0.5 2.1 2.8
Cotton 2.O 8.1 1O.8
Tobacco 1.3 5.2 6.7
Copper 5.6 23.0
Oil 75.5

Total 1OO.O 1OO.O 1OO.O

As Percent 68.3 17.0 13.2
of Total African Exports

Source: Weights based on 1980-82 average export 
value, derived from IBRD "Commodity Trade and Price 
Trends", 1985

The second column shows the relative weights if oil is excluded, while the third 
column excludes copper and shows only the agricultural commodities. The 
weightings in this Table were used to construct the Indices of African export 
prices shown in Diagram 1.

In order to go from the current dollar value of the commodity to a more 
meaningful measure of its "real" value, it is necessary to find an appropriate 
deflator. However, the appropriateness of a deflator depends on the nature of 
the expenditures made by the exporting country. In the case of a hypothetical 
country whose entire export earnings were used to service dollar-denominated 
debt, it would be incorrect to use any deflator at all. If the whole of the 
countries export earnings were used to import oil, the correct deflator would be 
the cif oil price paid by that country. For manufactured goods, the "law of one 
price" seldom prevails, by reason of inadequate information, product differ­
entiation, and rigidities in the marketing chain, and the correct deflator for this 
purpose would be the manufactured export unit values of the exporting country’s 
trading partners, weighted by their share in its imports.

In Diagram 2 below, we show the same data as in Diagram 1, deflated by the 
IMF’s index of the unit value of developed country manufactured exports. Like 
the index that has been constructed of African commodity export prices, this is 
also a US-doIlar based index. Since the deflated index is a dollar index divided 
by another dollar index, currency effects have now been cancelled out: what 
remains is a relationship expressing the purchasing power of one basket of goods 
in terms of another. Diagram 3 shows the total index (deflated in the same way) 
in conjunction with the OECD Index of Industrial Production; in Diagram 4, the 
same data is plotted in terms of annual rates of change.
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Diagram 2 presents a substantially less gloomy picture of developments since 
1980 than did Diagram 1. In particular, the steep fall in prices between 1980
and 1982 that was apparent from the earlier Diagram can now be seen to be
attributable to the use of the US dollar as a measure of value in the earlier
Diagram. The rise since then was, however, much weaker than the decline in
the preceding period.

Having arrived at what is arguably a truer picture of the developments in 
commodity prices, the next step is to examine whether there is evidence that 
currency-related developments exerted a particular adverse influence on 
commodity prices during the recent past, either by depressing demand, or by 
stimulating supply, or by affecting the demand for stocks of commodities.

In considering the evidence relating to possible currency effects on supply, one 
must consider the links between world commodity prices and the returns to
individual producers. Three links in this chain can be distinguished, of which 
only one has to do with exchange rate considerations, and will therefore be 
examined in the present study. This is the exporting country’s own exchange rate 
policies. These could be termed "neutral" if the changes in the exporting
country’s exchange rate are simply such as to cancel out the disparity between 
its domestic inflation rate and the rate of inflation of the currencies in which 
its imports are denominated. However, any other movement in its exchange rate 
will serve either to mitigate, or to reinforce, the effects of changing world
prices on the commodity producers. The remaining two influences, which will
not be considered here are, firstly, the efficacy of the country’s export market­
ing policies, in terms of the proportion of the world price that is received by 
the country. In part, this also depends on quality considerations, and it is not 
easy to separate these from other considerations. However, if the trend in the 
exporting country’s export unit values for a particular commodity is very differ­
ent from that in world market prices, that should alert one to the existence of a 
marketing problem. While this issue is potentially of great importance, its invest­
igation requires a more careful case study of country-specific data than could be 
attempted in the context of this paper. Secondly, there are the internal market­
ing policies of the exporting country: the share of the f.o.b. price that is 
received by the producer. Any changes in this share can also serve either to 
mitigate or to reinforce the effects of changing world prices.

In addition to seeking evidence of currency-related effects on supply, it is 
necessary to examine demand: in order to do this, data were collected on 
indicators of the levels of OECD consumption of the relevant commodities. The 
following data series were used: for cocoa, grindings in Canada, the USA, West 
Europe, Japan and Oceania; for coffee, tea and groundnuts, imports by 
developed market economies; for cotton, consumption data for the same group of 
countries as for cocoa, derived from ICAC; for copper and sugar, consumption 
data for these countries derived from CIPEC and ISO respectively; for tobacco, 
apparent consumption data for the developed market economies were derived 
from FAO production and trade data.

This data was used in order to throw light on two separate issues. Firstly, has 
there recently been an adverse shift in the level of demand? Secondly, how 
much of any shift in demand has been due to changes in the level of economic 
activity, and how much to changes in the pattern of demand which alter the 
relationship between income growth and growth in demand for African 
commodity exports? If abnormalities in the level of demand are found, over and 
above those due to the trade cycle (for example, some evidence that physical
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demand for commodities had failed to rise to the extent that the economic 
recovery would normally imply) there would remain the difficult problem of 
establishing whether currency instability could be blamed for these abnormalities. 
But if no such abnormalities are found, it seems safe to reject the hypothesis 
that currency changes have distorted demand.

Establishing whether there has been an adverse shift in the level of demand is 
difficult, because of the problem known as "identification". If one observes a 
fall in the level of demand by OECD countries, this could be either due to a 
shift in the demand function, or to a shift in supply. It would be wrong to 
automatically attribute falls in consumption to demand changes. Strictly speaking, 
this problem can only be solved by recourse to a comprehensive economic model 
of the commodity market. However, we have attempted to use a more rough and 
ready approach to clarify what is going on in the commodity’s market. In the 
Diagrams below, we plot, for most of the main commodities, the deviations from 
trend in OECD demand, and also in real price. (The trend has been defined for 
this purpose as a linear time trend from 1970 to 1984). If one sees demand 
falling below trend at the same time as price is above trend (or vice versa), this 
provides an a priori reason for supposing that both deviations have been caused 
by a shift in supply.

However, when both price and volume are simultaneously on the same side of 
the trend line, it is likely that shifts in demand lie behind this disturbance.

The indices of consumption per unit of OECD GDP are shown below. In the 
case of copper and cotton, they are shown in relation to OECD industrial 
production instead of GDP. For these industrial commodities, it was considered 
that, since the pattern of growth in the developed countries has recently 
favoured the development of services and information technology, the rate of 
growth of GDP might have been above that of industrial production. However, 
this phenomenon is not as strong as suspected, and it would have made very 
little difference if GDP had been used to construct the index for these 
commodities also. Diagram 5 shows the recent tendency in both OECD Gross 
Domestic Product (at 1980 prices and exchange rates) and in the OECD Index of 
Industrial Production.
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Table 2: Indices of OECD demand per unit of GDP or IP

Cocoa Coffee Copper Tea Groundnuts Cotton Sugar
" Oil

1970 165 119 120 137 234 112 159 139
1971 159 120 114 135 177 97 155 133
1972 159 117 116 122 154 123 145 129
1973 152 116 118 120 176 112 131 126
1974 135 106 108 122 153 87 117 125
1975 125 114 98 114 147 89 126 110
1976 127 111 106 113 168 90 125 115
1977 113 88 109 120 123 88 113 112
1978 104 95 111 88 122 77 105 106
1979 100 104 108 95 115 93 102 105
1980 100 100 100 100 100 100 100 100
1981 113 98 102 85 98 66 94 95
1982 117 100 98 94 97 77 98 95
1983 114 100 96 NA NA NA 99 91
1984 113 95 98 NA NA NA 93 86

Source: Computed from IMF, International Financial Statistics and other sources.

(a) Cocoa

The Table below shows the evolution of cocoa prices, in 1980 US cents/lb. In 
the first column, the current prices have been deflated by the index of world 
export unit values, to give an impression of the change in the volume of imports 
that could be purchased with a given volume of cocoa. In the three subsequent 
columns, the world price has been converted into the local currencies of the 
countries shown, and deflated by an index of domestic prices within that 
country. In order to facilitate comparison, they have then been converted back 
from local currencies into US dollars at the 1980 exchange rates.

Since the procedure used for calculating these three columns may appear 
obscure, it is worth setting out its economic meaning in more detail. In the case 
in which changes in exchange rates exactly compensate for differences in 
inflation rates, these three columns would coincide with the first. However, it 
can be seen that they do not. If the exchange rate is devalued by more than the 
difference in inflation rates would warrant, then the domestic purchasing power 
commanded by exportable commodities will rise above the real level of the 
world price: domestic resources are being transferred from importers to exporters, 
and currency changes arc exerting a stimulative effect on supply. If the 
exchange rate remains above the level that would offset differences in inflation 
rates, then resources arc being transferred from exporters to importers, and 
supply is likely to be reduced.
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Table 3: Real Cocoa Prices (1980 US cents/lb)

World Ghana Nigeria Sierra Leone

1970 103.6 222.8 179.6 75.7
1971 75.7 181.4 119.0 58.8
1972 82.0 232.9 127.0 63.8
1973 135.8 325.7 240.0 123.1
1974 171.8 397.6 321.5 177.5
1975 111.2 229.9 169.4 112.4
1976 177.3 274.5 223.2 189.5
1977 316.0 313.0 370.0 348.6
1978 221.2 221.1 242.7 227.8
1979 179.8 222.4 194.5 177.2
1980 126.9 126.9 126.9 126.9
1981 105.4 67.8 94.2 90.7
1982 92.1 42.0 81.1 62.4
1983 113.2 27.4 86.2 59.3
1984 132.9 NA NA 58.6

Source: Computed from IMF, International Financial Statistics.

The data are plotted below. The first Diagram shows the evolution of real cocoa 
prices as shown in the first column of Table 2. The second shows the way in 
which exchange rate considerations contributed to the changes in real price 
facing producers within cocoa-exporting countries. A neutral exchange rate 
regime, in the sense defined above, would lead to the line being horizontal. Of 
course, it must be emphasised again that there are other factors, apart from 
those considered here, which affect the actual terms of trade faced by farmers 
and enterprises within developing countries producing export commodities.

The next two Diagrams attempt to throw light on the causes of the price fluc­
tuations. The first shows the trend in OECD consumption per unit of GDP over 
the period as a whole, and brings out whether, in the recent past, consumption 
has been below or above the trend level that would be consistent with the 
current level of GDP. The second Diagram has the aim of throwing light on the 
relative importance of supply and demand in causing price changes. It illustrates 
the deviations from the trend level of real price, and from the trend level of 
OECD consumption (in absolute terms, not in relation to OECD GDP). For 
expositional purposes, the deviations from trend in volume have been multiplied 
by 10. Thus a 2% deviation from trend shows up on the Diagram as 20%, while 
the price deviations are those actually occurring. This has been done in all the 
Diagrams except copper, where the percentage volume deviations have been 
almost as violent as those in price, and tobacco, where the deviations in both 
price and volume have been equally mild. In the case of cocoa, it can be seen 
that, with the exception of 1975, there is a clear negative correlation between 
price and volume deviations, suggesting strongly that supply fluctuations have 
been the principal cause of price fluctuations. The volume of demand has been 
above trend, not only in absolute terms, but also in relation to OECD GDP, 
which suggests that there is little evidence of perverse developments in demand 
during the recent cycle. Rather the problem on the demand side is the strongly 
negative trend in demand, due to the low income-elasticity of demand for this 
commodity.
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(b) Coffee

The evolution of coffee prices is shown below in a similar form. The currency 
effects on local producers have been broadly neutral in Kenya, but in recent 
years strongly negative among the other African producers of coffee.

Table 4: Real Coffee Prices (1980 US cents/lb)

World Kenya Tanzania Sierra
Leone

Uganda

1970 157.4 151.1 162.5 182.3 136.7
1971 131.7 128.7 137.5 163.7 104.3
1972 135.5 136.7 144.0 181.8 121.3
1973 138.8 151.6 158.0 208.3 118.3
1974 121.8 143.1 147.1 189.6 78.6
1975 116.7 131.9 128.2 160.4 72.5
1976 226.8 264.2 267.2 217.7 107.9
1977 338.9 367.1 382.3 313.7 92.3
1978 203.1 198.4 216.1 208.6 42.9
1979 192.4 194.3 221.2 187.0 NA
1980 150.7 150.7 150.7 150.7 NA
1981 120.4 126.3 93.2 85.2 NA
1982 135.2 137.3 87.8 65.9 NA
1983 142.5 152.8 84.5 29.2 NA
1984 161.8 165.9 94.3 12.5 NA

Source: Computed from IMF, International Financial Statistics.

Looking at the evidence on demand, what is striking is the comparatively minor 
nature of the deviations from trend in both OECD demand and price in the 
period with which we are primarily concerned, 1980-1984. This was also the 
period in which quotas were re-imposed under the International Coffee Agree­
ment, and the conclusion that is principally suggested by this data is that the 
Agreement has been successful in containing fluctuations in real prices and in 
volume. (There has, however, recently been increased downward pressure on 
prices in non-quota markets: some reasons for this will be discussed in subse­
quent sections of this paper).

Once again, the principal problem affecting demand has been its failure to keep 
pace with the rate of growth of OECD incomes, but this is again a problem that 
has to do with a long-term trend: the experience of recent years, as with cocoa, 
has if anything been more favourable than the long-term trend, not only because 
of the recovery in the OECD economies, but also in the sense that consumption 
per unit of GDP has been above trend.

Diagram 14 makes clear that the principal price fluctuation was due to supply 
instability; as is well known, it was the result of a Brazilian frost which 
drastically cut export availability. Apart from this period, the remaining 
deviations in price and volume have also tended to be in opposite directions, 
showing that supply changes have been more important in causing the minor, as 
well as the major, price changes.
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(c) Sugar

The Table below shows two columns of "world" prices: the first represents what 
is happening on the open market, while the second represents EEC import prices. 
This has of late been the more relevant series for ACP sugar exporters, and the 
data for Malawi and Swaziland have been computed on that basis. As the second 
Diagram on sugar shows, both these countries have experienced fairly neutral 
local currency effects, so that the divergence between the domestic real value of 
sugar exports and that on world markets has altered little.

Table 5: Real Sugar Prices (1980 US cents/lb)

New York EEC Malawi Swaziland
1970 11.7 15.9 12.8 16.7
1971 13.4 15.2 12.0 16.5
1972 20.1 18.3 14.7 19.8
1973 21.5 14.9 14.0 19.0
1974 53.7 19.1 19.9 26.0
1975 33.1 24.9 25.6 30.9
1976 18.5 21.4 22.5 21.5
1977 12.0 20.7 22.3 18.7
1978 10.2 20.9 21.8 19.7
1979 11.0 21.6 22.8 20.8
1980 28.7 22.1 22.1 22.1
1981 17.6 19.7 19.1 14.1
1982 9.1 19.5 19.7 9.8
1983 9.4 19.6 18.4 8.3
1984 6.0 18.4 NA NA

Source: Computed from IMF, International Financial Statistics.

If we look to the demand Diagrams for enlightenment about the causes of the 
extraordinary slide in world sugar prices, we find strong evidence that this has 
been, in recent years, essentially a demand-related problem. Both price and 
volume have been below trend from 1982 to 1984. Indeed, for sugar as for some 
of the other commodities studied, the focus on OECD demand may not bring out 
completely the effect of recent macro-economic developments in developed 
countries. Demand for sugar has until recently tended to grow particularly 
rapidly in the developing countries themselves, and the effect of high debts and 
high real interest rates has been to necessitate programmes of austerity which 
have had an adverse effect on the rate of growth of demand within the 
developing countries.

However, if one turns to examine the evolution of sugar demand per unit of 
OECD GDP, a somewhat different conclusion is suggested. The steady and exten­
sive decline totally dominates the small deviations from trend: again, it seems 
that the long-run problems of demand (which, in the case of sugar, relate 
principally to the inroads made by alternative sweeteners, as well as to the low 
income-elasticity of demand) are of much greater importance than the short-run 
fluctuations around the trend in the volume of demand.
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(d) Copper

The trends in copper prices arc shown below: once again, the local currency 
effects on the internal purchasing power of copper exports have been 
particularly severe in the recent past, in the case of both major African 
exporters. Over a longer period, however, the principal problem has been the 
severe change in the level of world prices: prices throughout the period from 
1975 have fluctuated around a level that is about half of the average over the 
previous five years.

Table 6: Real Copper Prices (1980 US cents/lb)

World Botswana Zambia

1970 199.9 NA 206.5
1971 144.7 NA 168.2
1972 130.3 NA 157.8
1973 180.4 NA 236.8
1974 166.8 209.1 244.7
1975 89.9 104.0 155.5
1976 101.6 89.1 135.5
1977 87.9 76.0 93.7
1978 80.9 73.6 82.6
1979 102.0 97.7 97.6
1980 99.2 99.2 99.2
1981 81.9 63.2 67.9
1982 72.2 39.4 50.7
1983 80.3 35.8 32.6
1984 71.5 24.6 NA

Source: Computed from IMF, I.F.S.

The evidence of the fluctuations in price and in OECD consumption make it 
clear that demand disturbances lie at the root of the problems that have been 
experienced by copper exporters: in only six out of the fifteen years plotted 
have price and volume deviated in opposite directions from their respective 
trend lines. (One should also enter a note of caution against using a device as 
crude as a linear trend in a case in which prices have shifted from one plateau 
to another: a more sophisticated measure would probably bring out yet more 
clearly the influence of demand shifts).

As with the other commodities studied, there is a clearly negative long-run trend 
in the relationship between OECD industrial production and copper demand. The 
deviations of OECD demand around this trend have to do with the pro-cyclical 
nature of copper demand: when industrial production is recovering, and 
investment is gathering pace, copper demand rises more rapidly than industrial 
production, only to fall again (by more than the previous rise) during periods of 
recession.

The weakness of the rise in copper demand per unit of GDP during the recent 
recovery appears surprising at first. It can largely be ascribed to changes in 
technical preferences among consumers. The rise of alternatives such as optical 
fibres, and the greater use of electronic circuits instead of electrical wiring, has 
offset many of the positive effects of the recovery in demand. Where older
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copper-using systems have been scrapped to make way for less copper-intensive 
alternatives, this has not only affected the demand side, but also, via the effects 
on scrap availability, the supply side.

In addition, in the motor industry the move to smaller and more fuel-efficient 
vehicles (in response, not only to the fuel price rises of 1974 and 1979, but also 
to the Corporate Average Fuel Economy regulations in the USA) has hit copper 
demand by favouring aluminium and other light-weight materials. In summary, 
copper is one of the commodities in which demand disturbances in the developed 
countries seem most responsible for recent low prices, but these disturbances do 
not appear to be directly caused by the macro-economic fluctuations; rather they 
appear to be due to shifts in technical preferences.

(e) Cotton

Real cotton prices have remained fairly steady in recent years, as can be seen 
both from the Table below and from the accompanying Diagrams. Since the 
principal cotton exporters’ local currency effects have been shown in previous 
Diagrams, they are not reproduced here.

Table 7: Real Cotton Prices (1980 US cents/lb)

World Tanzania
1970 90.1 93.0
1971 99.9 104.3
1972 70.6 75.0
1973 138.6 157.8
1974 116.7 141.0
1975 85.5 93.9
1976 123.4 145.4
1977 105.5 119.0
1978 94.3 100.3
1979 87.6 100.7
1980 93.7 93.7
1981 87.3 67.6
1982 78.1 50.7
1983 82.5 48.9
1984 92.7 54.0

Source: Computed from IMF, I.F.S.

Perhaps the most important development in the cotton market has been the 
shifting of the location of mill consumption of cotton away from the developed 
countries: if one were to measure the OECD consumption of cotton products, as 
opposed to cotton itself, this would remove much of the downward trend in the 
"cotton-intensity" of OECD industrial production which is evident from the 
Diagram.

Abstracting from this trend, it appears that shifts in OECD demand have indeed 
played a causative role in many of the fluctuations in real price. However, it is 
clear, from both of the second two Diagrams, that the recovery of the last two 
years did have a noticeable impact on the volume of developed country demand, 
and that this has had a positive effect on real prices.
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(f ) Tea

Neither in the case of the volume of tea imported by OECD countries, nor in 
the case of the price of tea, is there any clear trend. Although the same 
Diagrams have been plotted for tea as for other commodities, this has been done 
with some misgivings, since the Diagrams are somewhat misleading. The absolute 
volumes imported by the OECD countries have remained broadly stable, so that 
the downward trend in consumption per unit of GDP merely reflects the upward 
trend in GDP itself. The large and growing volume of consumption in the 
producing countries, especially India, account for much of the recent strength of 
tea prices.

Table 8: Real Tea Prices (1980 US cents/lb)

World Kenya Malawi
1970 154.4 148.1 124.6
1971 140.9 137.7 110.8
1972 128.0 129.1 102.8
1973 107.3 117.2 100.8
1974 113.6 133.5 118.3
1975 100.4 113.4 103.5
1976 111.6 130.0 117.4
1977 179.0 193.9 193.0
1978 130.0 127.0 136.2
1979 111.1 112.2 117.2
1980 101.4 101.4 101.4
1981 94.6 99.3 91.6
1982 96.7 98.2 97.6
1983 117.2 125.7 110.2
1984 178.9 183.5 NA

Source: Computed from IMF, I.F.S.

Because the main demand-side changes came from outside the OECD countries, 
little can meaningfully be deduced from the Diagram showing deviations from 
trends in volumes and prices (moreover the absence of any clear trend also 
serves to detract from the value of the Diagram).

For present purposes, it suffices to conclude that there is no evidence that 
disturbances to the volume of OECD demand resulting from exchange rate 
fluctuations have been an important factor affecting tea prices.
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(g) Groundnuts

As with many other commodities, sharply adverse local currency effects predom­
inated over the trend in world prices in recent years. However, a cautionary 
note must be sounded about the quality of the data on groundnut prices. The 
series below, derived from IMF sources, is lower in recent years than other 
sources: we have chosen to use it because it specifically refers to Nigerian 
groundnuts. However, at a time when the value of groundnut oil has risen from 
$585/tonne in 1982 to $l,017/tonne in 1984, the decline in the price of the raw 
material from $383/tonne to $350 seems hard to explain (meal prices, it is true, 
fell from $208 to $188 over this period, but this hardly suffices to explain the 
curious trend in groundnut prices). As crushing has moved from developed to 
developing countries, the product prices have become, except in the case of 
confectionery nuts, the more relevant measure.

Table 9: Real Groundnut Prices (1980 US $/tonne)

World Gambia Malav
1970 710.8 502.2 573.9
1971 740.2 544.2 582.1
1972 682.7 521.6 548.5
1973 873.5 890.8 820.7
1974 1324.5 1516.6 1379.4
1975 697.2 670.2 718.5
1976 675.7 454.9 710.8
1977 809.0 505.3 872.3
1978 826.9 589.6 865.9
1979 638.8 547.7 673.9
1980 485.6 485.6 485.6
1981 647.3 511.6 627.0
1982 412.5 245.2 416.1
1983 389.1 175.2 366.0
1984 400.6 105.6 NA

Source: Computed from IMF, I.F.S.

The volume Diagrams have been omitted, because it is not meaningful to look at 
trends in groundnut demand in isolation from the entire range of products in 
the world oils and fats economy. Adverse trends in meal prices, related more to 
agricultural policies in developed countries than to macro-economic or exchange 
rate developments, have influenced those oilseeds for which the meal is a major 
contributor to the product’s value (notably soya), but meanwhile oil prices have 
soared, partly because of shifts in the supply of soya beans related to the 
developments in meal markets, and partly because of the rapid growth in oil 
demand in developing countries. The edible oil market has thus been one of the 
most attractive to producers in recent years, and it is safe to conclude that for 
producers of oil palm, coconut, groundnuts and other oilseeds whose value 
derives mainly from their oil content, recent macro-economic events in developed 
countries have not had an adverse effect on the volume of demand, or on prices.

38



Diagram 31.

Real Groundnut Prices
1
0
8
0
 

U
S

 
d

o
ll

a
r
s
 

p
a

r 
to

n
n

a
 

(T
h

o
u

s
a

n
d

s
)

Diagram 32.

Groundnut Exporters
Currency effect on local real price

1
0

8
0

-1
0

0

Gambia Malawi

39



(h) Tobacco

Real tobacco prices have yet to regain the high levels reached in 1970, but if 
any subsequent year is taken as a base, their evolution has not been 
unfavourable. However, internal currency effects within one of the principal 
exporting countries in Africa, Zimbabwe, have been unfavourable to producers 
in recent years.

Table 10: Real Tobacco Prices (1980 US cents/lb)

World Malawi Zimbabwe
1970 251.1 202.7 149.8
1971 216.8 170.5 132.9
1972 215.1 172.8 151.9
1973 186.5 175.2 173.5
1974 171.2 178.3 187.7
1975 167.1 172.2 188.2
1976 169.0 177.8 157.7
1977 170.2 183.6 154.9
1978 162.6 170.3 146.6
1979 152.9 161.3 134.2
1980 142.6 142.6 142.6
1981 166.9 161.6 132.4
1982 196.6 198.3 123.8
1983 206.6 194.3 76.6
1984 212.5 NA 51.8

Source: Computed from IMF, I.F.S.

The Diagram showing deviations from trends in OECD demand illustrates that 
demand was above trend in 1981 and 1982, but below trend in 1983. However, if 
we turn to the Diagram showing deviations in volume and price, it suggests that 
the reduction in apparent consumption in 1983 may have been due to changes on 
the supply side. Much of the deviation in apparent consumption may be due to 
changes in stocks held by tobacco processors in the developed countries. Both 
demand and supply have been comparatively stable throughout the period 
considered, and the major phenomenon, the downward trend in OECD consump­
tion, is due principally to health concerns.

(i) Summary of Commodity Data

Two relatively straightforward conclusions emerge from this examination of the 
commodity data. Firstly, most African countries have experienced substantial real 
revaluations, which, other things being equal, would have served to render 
commodity exporting relatively less remunerative. There is thus no evidence that 
exchange rate changes served to depress prices by artificially boosting supply: 
rather the reverse. Secondly, the examination of demand and its relation to price 
fluctuations shows that, while for most commodities there is a strong adverse 
trend in the relationship between OECD demand and OECD macro-economic 
growth, there is no evidence that demand has been unusually depressed in recent 
years. Only in the case of copper and sugar do demand problems seem to be the 
primary reason for adverse price changes, and in both of these cases, the 
problem is one that has to do with long-run tendencies, rather than with the 
particular features of the recent years in which the dollar has been high.
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Diagram 35.
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(iii) The effect of recent high real interest rates on commodity prices

In the previous discussion, three separate effects of recent US macro-economic 
policies were distinguished. Two of these (the high dollar and the trade deficit) 
affect commodity markets principally through their influence on the demand 
schedule. These influences have been analysed in the discussion of trends in 
physical volumes of demand.

The third effect does also affect the demand schedule in various ways, notably 
via its effects on the share of investment in GDP, which will influence the 
allocation of demand between commodities primarily used in the industrial sector 
(such as copper) and those associated with final consumption expenditure (such 
as the beverages). But in addition to this, interest rates also exercise a further 
effect which is probably more important. This effect operates via the demand 
for stocks.

The relation between stock levels and commodity prices lies at the heart of 
commodity markets. Since both supply and demand usually respond to price 
changes only after substantial time lags, the first effect of an emerging imbal­
ance normally shows up in the volume of physical stocks (or, in the case of 
annual crops where crop surveillance permits accurate forecasting of harvests, in 
the anticipated volume of post-harvest stocks). For this reason, attempts to 
explain and forecast commodity price movements normally have at their centre a 
postulated inverse relationship between price and stocks.

However, this relationship will remain stable only if the demand for stocks 
remains stable. This demand for stocks can be de-composed into three elements: a 
transactions demand for stocks in the pipeline between producer and consumer, a 
precautionary demand to avoid disruption in the event of unexpected hiccups in 
supply, and a speculative demand emanating from those who believe that the 
price of the commodity is likely to rise by more than the cost of holding it. The 
developments of recent years, and particularly the surge in real interest rates 
which was shown in Diagram 6, will have had an impact on each of these 
motives for holding stocks: whatever the reason for which stocks are held, the 
cost of holding them depends critically on the rate of interest, which determines 
the opportunity cost of holding physical stocks rather than financial assets.

In the case of the transactions demand, a rise in interest rates will shift the 
demand curve in favour of those commodities with shorter marketing chains. In 
the case of competition between natural and synthetic commodities, tropical 
commodities such as sisal, jute, or natural rubber tend to have much longer 
marketing chains than their synthetic substitutes, which are normally produced 
very nearby to the location of the end-user (and frequently by the companies 
which are vertically integrated with the end-user). If interest rates rise, the 
preservation of a given .price relationship at the end-user’s factory gate will 
therefore imply a relative decline in the fob price received by the producer for 
the natural commodity. The same effect will be felt within the markets for 
natural commodities: those produced near at hand, in areas with rapid transport 
links, will suffer less than those produced in areas more remote from the end- 
user.

There has been a further powerful influence on the transactions demand for 
stocks in recent years. Stock management techniques are becoming continually 
more sophisticated, and the advent of low-cost computing power, coinciding with
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the rise in interest rates, has provided a strong incentive towards the uptake of 
such techniques. Many American and European companies have seen Japanese 
methods of stock management (such as the famous "kanban" or just-in-time 
system developed in the Japanese auto industry) as a powerful contributor 
towards Japan’s competitive success, and have made the adoption of such 
techniques an important part of their attempts to modernise management.

Turning to the precautionary element in the demand for stocks, the relationship 
with interest rates is fairly straightforward: precautionary stock management 
aims to hold stocks up to a level at which the expected loss from disruption of 
supplies (i.e. the actual cost of disruption multiplied by its probability) equals 
the cost of holding stocks. When this cost rises, precautionary demand falls.

The changes in the speculative demand for stocks have probably been more 
profound than in either of the two preceding cases. The Diagram presented 
above shows that in the period from 1970 to 1980, negative real interest rates 
were the norm in both the USA and the UK. Clearly this made investment in 
stocks of commodities (and in related instruments such as futures) an attractive 
alternative to financial assets: depending on the storage costs of the commodity, 
the investor would not necessarily require any rise in the real price for the 
holding of stocks to outperform the holding of financial assets. Moreover, in the 
period immediately after both oil price rises (in 1974 and 1980) inflationary 
expectations were given such a boost that commodities came to seem uniquely 
attractive havens from the uncertainties of paper assets. On both occasions a 
sudden swelling of speculative demand boosted commodity prices to levels which 
were quickly eroded by the recession which was the longer-term effect of the 
oil price rises.

During the subsequent period, the extraordinarily high levels of real interest 
rates that have been available have cut deeply into speculative demand for 
commodity stocks, by making speculative stockholding profitable only when 
prices rise very rapidly.

Providing quantitative evidence of these interest-rate effects on commodity 
prices is difficult because of the general paucity of reliable stock data, and the 
problem of removing other influences on prices. However, rubber provides a 
typical example, in which the existence of an effective international buffer 
stock provides a way of measuring the shift in the demand for stocks. Over the 
period since the buffer stock became active in 1981 up to the middle of 1985, 
nearly 300,000 tonnes of rubber were acquired, of which only about half cor­
responded to the actual excess of physical supply over demand during this 
period. The other half represented the mopping up by the buffer stock of 
rubber that had previously been held by commercial participants in the market, 
but which they were no longer willing to hold in current market conditions. 
(However, it is hard to determine how much of this mopping up of commercial 
stocks was due to high interest rates, and how much to the effect of any 
successful buffer stock on market expectations). Similarly, in the coffee market, 
the high cost of stockholding may have been one of the factors which have 
increased the competition among producers in selling to the non-quota market, 
thus widening further the divergence between prices in the two tiers of the 
market.

Thus in recent years any commodity market in which there has been a balance 
between the physical volumes of demand and supply could not expect to have 
experienced a constant real price. The conditions for the price to remain 
unchanged are that there should have been a shortfall of supply compared to
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current demand, and that this shortfall should have been equal to the decline in 
the demand for stocks, for all of the reasons listed above.

Commodity producers can, however, take some comfort from the fact that this 
decline in the demand for stocks cannot be a long-term phenomenon. While 
improvements in transport networks and in stock management techniques can 
continue to push the transactions demand down, obviously it cannot become 
negative; while the changes in the other two components of demand for stocks 
can be rapidly reversed in response to changes in financial markets. Unfortun­
ately for producers, in many markets the decline in commercial stocks has been 
offset by rises in officially held stocks (by commodity agreements or national 
authorities), which continue to overhang the market.

(iv) Repercussions of a strong dollar on the debt burden of developing countries

One of the most profound effects of the recent changes in both exchange rates 
and real interest rates has been to deal a double blow to countries with a high 
proportion of debt expressed in US dollars, and a high proportion at floating 
rates. Although Africa has felt this problem less forcibly than other regions, it 
has still been highly significant.

The Table below shows the proportion of sub-Saharan Africa’s debt that is 
denominated in US dollars.

Table 11: Currency Composition of Debt in sub-Sahara Africa

1975 1976 1977 1978 1979 1980 1981 1982 1983
Flexible rate
US Dollar 93.4 93.7 90.5 90.7 78.3 71.2 73.8 73.8 80.0
Deutsche Mark 1.0 1.7 1.7 1.4 7.5 10.9 10.8 11.6 8.8
Other 5.6 4.6 7.8 7.9 14.2 17.9 15.4 14.6 11.2

Fixed rate
US dollar 37.0 40.7 40.0 38.4 38.9 41.5 44.8 45.4 45.9
French franc 9.6 10.4 11.3 13.0 13.2 12.9 11.4 11.8 10.6
Other 53.4 48.9 48.7 48.6 47.9 45.6 43.8 42.8 43.5

Memo Item 
US dollar’s share of 
total public debt 42.7 46.4 45.6 46.5 46.0 47.1 51.0 52.0 54.2

Debt service as percent 
of total exports N.A. 7.1 N.A. 8.6 9.0 12.8 17.7 23.8 31.4

Source: I.B.R.D. World Debt Tables, 1985.
Note: The Debt service data refer specifically to low income Africa, the rest of 
the data to sub-Saharan Africa

Africa’s 54% share of dollar debt to total debt in 1983 compares with 89% for 
Latin America and the Caribbean, and 68% for East Asia. As can be seen (from 
the fact that the US dollar’ share in total debt is much closer to its share in 
fixed rate debt to that in floating rate debt), Africa also has a relatively small
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share of total debt in floating rate form. The OECD publication "External Debt 
of Developing Countries" 1984, states that "many African low income countries 
have less than 25% of their debt denominated in dollars", but does not provide 
more detail.

However, if a smaller volume of debt is denominated in dollars than for other 
developing countries, it is also true that a relatively small share of Africa’s 
export earning accrue in dollars. Of Africa’s total exports of 43.3bn in 1983, 
only 6.2bn went to the USA. 44% went to industrialised countries other than the 
USA and Canada, and a further 6% was to other African countries. There are 
no data specifying the proportion invoiced in dollars; however, it has been 
shown above that, regardless of the currency in which exports arc invoiced, the 
dollar price of commodities is likely to decline as a result of a rise in the 
international value of the dollar.

To what extent did the burden of dollar-denominated debt cancel out the modest 
rise in the index of African commodity prices in recent years? While that is a 
crucial question, it is a very hard one to answer with confidence. It will be 
helpful to distinguish between the purely currency-related effects on the volume 
of debt, and the effects of the rise in real interest rates, even though, as has 
been shown, these two phenomena actually have the same root cause.

Firstly, the rise in the dollar will have lowered the dollar value of the stock of 
debt outstanding (other things being equal). Thus if commodity prices in nominal 
dollar terms remain stable, the burden of debt repayment is eased, in the sense 
that a lower physical volume of commodity exports will be needed to meet debt 
service obligations. The first Diagram presented showed the evolution of dollar 
prices of African commodity exports. Taking 1980 as a base year, and restricting 
the discussion to currency effects on the burden of debt, it is probable that the 
fall in the real burden of the 46% of African debt not denominated in dollars 
was greater than the decline in dollar prices of commodities. However, it is 
likely that when the large swing in real interest rates is also brought into the 
discussion, the adverse effects on the debt burden have been greater than the 
decline in the dollar burden of non-dollar debt. Quantifying these conclusions 
would require, first, an agreement on which is a meaningful base year for 
comparison and second, considerably more data on the nature and composition of 
African debt than are currently available.

What can be said with certainty is that the rise in real interest rates, and the 
weakness of the upturn in commodity prices, have between them creamed off 
much of the benefits that commodity exporters would normally expect to derive 
from an upturn in activity in the industrialised countries such as has occurred 
from 1982 to 1984.

B. The Importance of IMF-sponsored Economic Policies

In preceding sections, we have seen the consequences for commodities of the 
rapid appreciation in the exchange rates of many African countries in the 
1980s. The overvaluation of exchange rates, however, has consequences far 
beyond commodity production: it discourages exports, and, by lowering the prices 
of imports relative to non-tradeables, encourages imports of both intermediate 
and consumer goods rather than the use of local substitutes. The increased flow 
of imports will increase the demand for foreign exchange to unsustainable levels,
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leading to the imposition of quantitative controls on imports and administrative 
allocation of foreign exchange. The lower cost of imports leads to increased 
demands for protection for import-competing industries, further harming 
efficient resource allocation. There arc also important redistributive consequences: 
the beneficiaries of overvalued exchange rates are those who benefit from cheap 
imports, especially those who have protected markets for their goods but require 
imported inputs, and urban dwellers who consume imported food. Export 
industries suffer.

In conjunction with the economic difficulties faced by African nations as a 
result of the decline in their terms of trade since 1973 (caused by increased oil 
import expenditures and weak industrial-country markets for their exports) and 
the stagnation of inflows of private capital and official development assistance 
into the continent, overvaluation has led to serious balance of payments crises in 
many countries. These, in turn, have prompted many nations to seek assistance 
from the IMF in solving these crises: among African countries which have 
borrowed from the IMF in the 1980s are the Central African Republic, 
Equatorial Guinea, Ethiopia, Gabon, The Gambia, Ivory Cost, Kenya, Liberia, 
Malawi, Senegal, Sierra Leone, Somalia, Sudan, Tanzania, Togo, Uganda, Zaire 
and Zimbabwe. While the IMF does lend with a low degree of conditionality 
from its oil and compensatory financing facilities, large scale assistance is only 
available when an agreed programme of economic reform is implemented.

Economic adjustments required by the IMF have three principal features. In the 
first place, they aim to restrain domestic inflation by reducing budget deficits 
and limiting the growth of the money supply, measures which imply considerable 
austerity; second, major devaluations are required to correct the balance of 
payments imbalance; and third, a variety of measures are implemented to 
increase the openness and flexibility of the economy. Most of the controversy 
over IMF-imposed adjustment policies centres on the first two measures.

To a certain extent, difficulties faced by developing countries in implementing 
these policies are political: devaluation and austerity imply major reductions in 
income for certain sections of the population, and these sections, concentrated in 
urban areas, tend to be politically powerful. Nonetheless, there is concern that 
these policies are harmful to the economic development of poorer countries. This 
concern is expressed in four arguments about developing countries' economies:

first, that any attempt to change the real exchange rate will fail because of 
the inflationary consequences of nominal devaluations;

second, that production, and especially export production, is not elastic with 
respect to the export price (the "elasticity pessimism" argument);

third, that total imports are not elastic with respect to the exchange rate, so 
access to foreign exchange should be regulated by the government rather than 
the market;

and fourth, that a successful devaluation, which directs resources to exports, 
can only avoid triggering inflation if the reduction in domestic demand 
brought about by other policy measures is extremely severe.

The empirical evidence on all these propositions is not unambiguous. The evid­
ence shown above makes it abundantly clear that massive real revaluations are 
not only possible, but have occurred in the recent past in many African
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countries, though by no means in all. This lead to some presupposition that real 
devaluations must also be possible. The third argument, of those put forward for 
the inefficacy of nominal devaluations, is perhaps the weakest. In many African 
countries, demand for imports at official exchange rates has exceeded available 
foreign exchange, and rationing procedures have been implemented. Given the 
difficulties in establishing criteria for allocation, in predicting available 
exchange and in obtaining skilled personnel to evaluate applications, however, 
the result has been the creation of substantial black markets in currency and the 
direction of economic activity into black market manipulation. While the 
allocation of foreign exchange by a market may well produce an outcome which 
is not socially optimal (because of monopolies, externalities and inequalities in 
income), recent experience with rationing systems does not indicate that they 
have been successful, although there has been no attempt to examine this 
experience in great detail. Also, it is true that developing countries' demands for 
imports are affected by the level of domestic economic activity, but the price 
and availability of foreign exchange must affect the choices made about the 
relative attractiveness of imports and import substitutes.

In the case of the first proposition, there is a substantial body of economic 
opinion which holds that the real exchange rate cannot be altered. The fear has 
frequently been expressed that nominal devaluations, and the consequent increase 
in domestic prices of imported goods can precipitate demands for increases in 
money wages which, if granted, lead into an inflationary wage-price spiral, 
eroding the benefits of the devaluation. This body of opinion, however, is 
largely theoretical, and what empirical evidence is available suggests that real 
exchange rates can be changed, although for small, open economies and for 
developing countries, the change in the real rate is much smaller than the 
change in the nominal rate. (Killick et al.) The evidence also suggests that 
nominal devaluations can be more successful if accompanied by a wide range of 
other economic policies designed to improve economic performance. Nonetheless, 
there are countries, the particular features of whose economies are such that 
devaluation, if unaccompanied by other measures, will produce no change in the 
real exchange rate. Moreover, the short term inflationary consequences, even in 
countries where the policy can produce long term benefits, can be severe, and 
can lead to serious political problems since a real devaluation will redistribute 
income to farmers and exporters from government workers and importers.

This, of course, is closely related to the fourth argument. If a devaluation is 
successful in directing resources into exports, the volume of production available 
to satisfy domestic demands is reduced. Unless domestic demand is itself lowered 
by fiscal and monetary measures, the excess of demand over available supply 
will intensify inflationary pressures in the economy. This has been happening in 
recent years in Brazil and Argentina. The consequences for certain sectors of the 
economy, and hence the general political consequences, of austerity programmes 
can be severe.

Perhaps the greatest controversy, however, is over the second proposition, that 
the elasticity of export supply is very low. A real depreciation in the exchange 
rate will push up the prices of export goods and import substitutes relative to 
the prices of non-traded goods (such as local goods and services and land.) The 
issue at stake is whether such a shift in relative prices affects the volume of 
production for export.

There is abundant evidence that, for developing countries as a whole, and for 
their exports as a whole, exchange rate changes do affect the volume of exports
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and, in cases where the exchange rate does not change equally against the 
currencies of all trading partners, the pattern of distribution of exports also 
changes. (Sec Bautista and Tccson, Bautista (1977) and Bautista (1981).) This 
evidence, however, is not especially relevant in the present context, since the 
greatest response to exchange rate changes is shown by exports of manufactured 
goods from non-African countries. The evidence about the supply elasticity of 
African commodity exports is ambiguous. Since many commodity exports are the 
products of perennial crops, one would expect the short term output response to 
be small. The empirical evidence for nine commodities and ten countries is 
reviewed by Bond, who concludes that short-run, own price elasticities arc 
positive but not large, that long-run own price elasticities arc larger than those 
in the short-run, and that aggregate agricultural supply is elastic with respect to 
overall producer prices. Specific estimates of the elasticity of aggregate 
agricultural supply range from .07 in the case of Uganda to 0.34 for Ghana. (Of 
course, to the extent that marketing boards or other factors ensure that a change 
in world prices is not reflected in a change in producer prices, the impact of 
exchange rate changes is lessened, but we shall return to these institutional 
factors later.)

Conversely, in a detailed study of the Sudan, which over the period 1978-80 
introduced a major economic adjustment package, including a large devaluation, 
with the collaboration of the IMF, Hussain and Thirlwall found that the elasti­
cities of supply of Sudan’s main exports (cotton, gum arabic, groundnuts and 
sesame) were very low; moreover, because Sudan is not a price taker in world 
markets for these exports, (and therefore demand facing Sudanese exports is not 
perfectly elastic) the effect of devaluation was, in part, to lower the foreign 
currency price of exports, and not simply to raise their domestic price. They also 
found that, since the demand for imports was very inelastic in the short run, 
and that devaluation led to increases in money wages, both labour and 
intermediate input costs were pushed up by the currency changes. Their 
conclusion is that the overall effect of devaluation on the profitability of 
exporting was neutral.

Clearly, the specific circumstances of the Sudan may not be relevant throughout 
sub-Saharan Africa. Nonetheless, it is worth stressing that this is an empirical, 
not a theoretical issue: that is to say that the impact of a devaluation on 
primary commodity exporting depends on the particular relevant elasticities, and 
the empirical evidence about those elasticities in Africa is not very encouraging. 
Nonetheless, elasticities are estimated on the basis of past producer behaviour 
often in unfavourable circumstances: and a crucial part of IMF-sponsored 
adjustment programmes has been a range of measures designed to improve the 
flexibility and price responsiveness of agriculture. If successful, these measures 
would change the supply elasticities. Since the growth rate of world exports of 
no commodity produced in and exported from Africa is, on World Bank 
projections, expected to exceed 3% per annum in the next ten years, African 
exporters anxious to raise their export earnings will increasingly find that such 
rises will only be possible if they displace other exporters in markets which, 
overall, will be growing very slowly. To do this, they will need highly 
competitive primary producers; real devaluations coupled with measures to 
improve the performance of agriculture will be an essential component in a 
strategy designed to achieve this.

Moreover, the impact of a real devaluation is on the entire export and import 
substitution sectors of the economy, not simply on agricultural exporters. To the 
extent that African manufacturing industry suffers from low capacity utilisation,
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it is possible that industrial production would have a larger elasticity than 
agricultural production. Certainly, the impact of devaluation ought to be assessed 
in terms of the economy as a whole, not simply in terms of the agricultural 
exporters.
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IV. A Review of the Adjustment Process in Exporting Nations

A. The Development of New Patterns of Trade

(i) Countertrade

Countertrade encompasses many forms of compensatory trade, ranging from pure 
barter, in which only goods are exchanged, usually at the same time, to various 
types of offset agreements, whereby part of the value of one transaction is 
offset against another, and in which one transaction may take place at a 
different time from the other. The principal types of trade which are 
encompassed by the term are the following:

a) Counterpurchase, whereby imports are accepted on the 
understanding that the trading partner will receive exports over 
a specified period of time;

b) Offset, whereby the importer produces some of the 
components which will be used in the final product;

c) Barter, which has featured in some government to 
government deals, for example the exchange of New Zealand 
lamb for Iranian oil;

d) Buy back, in which one partner provides equipment or 
complete facilities, and is paid in the product of the equipment;

e) Bilateral agreements which are favoured by Eastern bloc 
countries and which call for trade between the signatories to 
balance over a specified period of years;

f) Switch trading, in which a large number of intermediaries 
are involved in complex arrangements covering trade credits, 
debts and a range of products.

There is nothing new about countertrade: pure barter is, obviously, very old, and 
more sophisticated forms of countertrade have long been used in trade with East 
Europe, the USSR and the People’s Republic of China. Recent interest in 
countertrade, however, springs from the increased, and more heavily publicised, 
involvement of developing countries. Also contributing to the greater level of 
awareness of the phenomenon has been the stance of international organisations: 
in an apparent attempt to thwart the growth of countertrading, the IMF, the 
GATT and the OECD have all condemned it as a breach of free, multi-lateral 
trading principles, as delaying needed economic adjustments in developing 
countries and as more costly than conventional trade. Nonetheless, there seems 
little doubt that the practice is growing, and banks and both trading and 
manufacturing companies are developing expertise, and specialist divisions, in 
countertrade. In this section, we attempt to assess the importance of 
countertrade, and its costs and benefits. As we shall see, African commonwealth 
countries have not been heavily involved in the recent growth in countertrade: 
has their caution been justified, or ought they to be developing skills in this 
area?

There are few published data on countertrade, and estimates of its importance 
vary up to 30% of world trade. Since, in recent years, the value of world trade 
has been about $2,000 billion per year, this would imply that countertrade 
transactions, if they are as much as 30% of trade, are worth $600 billion. A
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conservative estimate of the value of world countertrade would be at least 10% 
of world trade, or $200 billion. More important than the total value of this type
of trade, however, is the fact that individual transactions are typically for very
large sums, partly because the costs of arranging them are quite large. One
source (EIU, 1984) suggests that transactions costs on a $10 million countertrade 
deal are $300,000. These costs arise because very few transactions are pure
barter; typically, modern countertrade involves an international trading company 
or a specialist division of a manufacturer as well as the importer and exporter, 
and these participants demand a return on the activities.

Countertrade appears to be geographically rather concentrated. Table 12 below 
presents some statistics on the trade partners in over 250 countertrade trans­
actions between 1977 and 1983. This is not comprehensive, in that the analysis is 
based on reported countertrade transactions, and many transactions are never 
reported; but it represents the most comprehensive data set available and, if it is 
representative, it indicates that countertrade deals between the OECD and Asian 
countries are by far the most important. One other interesting feature of the 
data, however, is that intra-Asian deals are also numerous, and comprise the only 
major intra-developing country countertrade flows. (Although intra-Latin 
American countertrade is probably understated.)

Table 12: Partner Countries in Developing Country Countertrade Deals, 
1977 - 1983

Partner Countries:

East Middle Latin America
OECD Bloc East & Caribbean Asia Africa

(number of transactions)

Africa 10 2               1 6                        3 2
Asia 
L.A. &

91 22               5 7                      36

Carib. 33 20               6 9
Mid East 9

Total 143 44             12 22                      39 2

Source: EIU, 1984

The product/country composition of countertrade can also be examined, using 
the same data set. In Table 13, we list the important developing countries, and 
the products they exported, in the 143 cases of developing country-OECD trade 
reported in Table 12.
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Table 13: Commodity/Country Composition of Developing Country 
Countertrade Deals with the OECD, 1977 - 1983

Commodity
Oil

No of transactions 
14

Major Countries 
Iran, Libya, Qatar, Peru 
Iraq, Algeria, Mexico

Rubber 11 Indonesia

Bauxite/Alumina 12 Jamaica, Brazil, India 
Indonesia

Textiles 14 China, Indonesia, Sudan 
Mexico, Tunisia

Fish & Products 9 Indonesia, Ecuador

Coffee 7 Indonesia, Costa Rica 
Ecuador

Other Agricultural 
Commodities 19 Uruguay, Indonesia, 

Ecuador

Other Primary 
Commodities 35 Indonesia, Brazil

Manufactures 12 Brazil, China, Mexico

Note: Manufactures excludes textiles. 51 of 193 commodities in the 143 trans­
actions were not specified.

Source: EIU, 1984

While it is important not to attach too much weight to these data, a number of 
conclusions are suggested. First, a small number of countries account for a very 
large part of the world’s countertrade: indeed, Indonesia alone accounts for over 
half of the transactions in this data set. Second, primary commodities account 
for a large part of developing countries’ exports in these transactions. (The data 
set also includes information on the products supplies by OECD countries in the 
offsetting transactions, and these products are overwhelmingly manufactures.) 
Third, very few African Commonwealth countries have been involved. Ghana has 
countertraded timber for a US atomic reactor in a well-publicised deal, but other 
countries, apart from Nigeria, have had little involvement (as far as one can 
tell.) Nigeria has very recently begun a major countertrade programme, swapping 
oil for manufactures with a range of countries, including Brazil, Austria, Italy 
and France.

There are three reasons why developing countries have become involved in 
countertrade, of which by far the most important is the severe foreign exchange 
shortages they are experiencing. In general terms, when real interest rates are
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high, there is a large opportunity cost associated with keeping the cash balances 
necessary to finance conventional trade; and in many developing countries 
financial circumstances are such that foreign currency is simply not available. A 
country which has exhausted its reserves of foreign currency and which is 
unable to obtain conventional import financing, may offer a Western company 
the opportunity to export local products to obtain the foreign currency which 
pays for needed imports. One important additional advantage to the developing 
country in cases like this is that the foreign exchange earned through a 
countertrade deal can be applied directly to purchase imports, whereas currency 
earned in a conventional way becomes available for repayments to the IMF or 
private bank and non-bank creditors. (This is an important reason why the IMF 
has adopted such a public, hostile stance on countertrade.) This type of 
arrangement also allows developing countries to unblock debts to developed 
country exporters.

A second factor in stimulating countertrade is that the responsibility for market­
ing developing country exports is shifted from the country and its exporters to 
the trade partner, or the international trading company, involved in the 
countertrade deal. This opens up the possibility that new markets can be found 
for developing country exports, or market share increased in existing markets. 
This transferring of marketing responsibilities is attractive whenever the 
producer is risk-averse or lacks marketing expertise. Closely related to this type 
of motive is the desire to increase commodity export earnings in cases where 
commodity markets are under a form of self-regulation. Oil exporters, for 
example, have used countertrade to sell oil at prices below OPEC levels, and 
coffee exporters have used countertrade to export coffee outside the quotas 
established by the International Coffee Agreement. The lack of transparency of 
countertrade transactions means that prices and volumes can be concealed, at 
least to some extent.

Third, a number of developing countries have used countertrade to finance joint 
ventures: China, for example, has encouraged foreign investment in its mining 
industry by paying investors in the coal produced from the mines opened up by 
the investment, and Uruguay has established a frozen vegetable plant by paying 
for overseas technical help in the product of the factory. In this type of trans­
action, countertrade ensures that foreign investment and involvement with a 
project does not end when the factory opens, in addition to providing a 
guaranteed market for the product.

Corporations in developed countries have increased their involvement with 
countertrade, but for the most part this is because their trading partners have 
insisted on this form of trade. While banks and trading companies have entered 
this area as intermediaries because they see opportunities for profit, 
manufacturers’ involvement is usually to maintain a presence in an established 
market or to obtain a market share in a new market.

Do these reasons constitute a good case for engaging in countertrade? The 
argument which is usually advanced against countertrade is based on the prices 
which are likely to be realised in countertrade transactions. The evidence 
suggests that most developing country exports under countertrade are bulk 
commodities, for which international markets exist. Exporting them as
countertrade is likely simply to yield lower real prices, since the higher 
transactions costs must be met, and displace existing sales. Some countries, 
recognising this risk, have attempted to insist that countertraded commodities be 
"additional” to existing sales, or are exported to new markets, but this
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requirement is frequently impossible to enforce, given the number of 
intermediaries in most countertrade transactions. Secondly, the same pressures 
which may depress export prices may inflate import prices; and, since the goods 
developing countries import under countertrade deals are usually manufactures, 
for which no clear international prices exist, the scope for price manipulation to 
cover the costs and risks of countertrading is greater. It is not surprising, in 
these circumstances, that most proposed countertrade deals collapse during 
negotiation under the burden of establishing fair prices.

Clearly, therefore, countertrade has the potential to damage developing countries 
through the undervaluation of exports and overvaluation of imports. The 
argument in favour of countertrade is, therefore, to be found in terms of the 
quantities traded, not the prices at which trade takes place. Hence the 
requirement, mentioned above, of "additionality". For individual countries, it is 
possible that countertrade will boost overall trade; and for developing countries 
with heavy import commitments arising from long term development plans, their 
concern is more with maintaining or increasing the physical flow of imports 
than with specific prices. Countertrade may well lower prices of exports; it may, 
however, increase total revenues, or increase the effective flow of imports. For 
countries faced with severe shortages of foreign exchange, this effect will 
outweigh the consequences of poorer realised prices on particular countertrade 
transactions.

It is, therefore, hard to assess the merits of countertrade in the abstract. There 
are circumstances where the price effect is probably more important, and so the 
transaction is not in the interest of the developing country exporter. Equally, 
there are circumstances where the revenue effect allows trade to be continued at 
a higher level than would otherwise be possible. This suggests that a good deal 
of care is needed in designing countertrade packages to minimise the possibility 
that bad consequences will result.

The difficulty of establishing that the implicit prices in countertrade 
transactions are fair prices is also present in bilateral trade deals and long term 
contracts (if they include price provisions, which many do not.) These 
arrangements are often negotiated on a government-to-government basis. Some 
developing country exporters have attempted to fix pre-determined prices in 
anticipation of a price fall, an attempt which has been particularly marked in 
the case of sugar. This is, perhaps, not surprising since sugar displays an 
extremely high degree of price volatility. These long term agreements achieve 
greater and lesser degrees of popularity: Producers have the greatest enthusiasm 
for long term contracts at pre-determined prices when free-market prices are 
depressed below long term levels, and the least enthusiasm for them when free- 
market prices are above long term levels. This makes it difficult to agree with 
consumers on a price close to long-term trend values.

A more serious difficulty with long-term contracts between sovereign countries is 
that they are unenforceable. With long-term, fixed-price contracts, there is 
enormous pressure on exporters to break the agreement when prices are high, 
and on importers to break the agreement when prices are low. (Even inter­
national commodity agreements suffer the loss of members when prices are 
unfavourable: Hungary and Israel left the International Coffee Agreement when 
it became apparent they could meet their coffee requirements more cheaply 
outside the agreement.) With conventional contracts between traders, arbitration 
or other legal remedies exist when one party defaults, but when government-to-­
government agreements are broken (as they have been, in the case of the US-­
China grain agreement, and Indonesia’s contracted sugar imports) there are no 
sanctions available. What has happened in the past is that the injured party has
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simply ignored the breach, in the hope of retaining some share of the market 
and agreeing to re-price the contract. In the event that re-pricing takes place, of 
course, the entire rationale for long-term agreements is eroded.

(ii) Attempts to Renew and Extend International Commodity Agreements

International Commodity Agreements comprise both those with price provisions 
(such as a target price or price range together with measures to be taken to 
maintain the range), and those with more limited objectives in the field of
exchange of information, co-ordination of research, and so on. For present
purposes, those commodity agreements without price provisions are not relevant;
however, in the case of those that do incorporate such provisions, the host of 
problems that were raised by the rise of the dollar’s international value were 
among its most prominent effects on commodity markets.

The second half of the 1970’s saw a flurry of international activity, in the wake 
of UNCTAD IV, to attempt to increase the range of international measures 
relating to developing country exports of commodities. Chief among these 
measures were international commodity agreements. However, the achievements 
reached were modest. Prior to this period, international commodity agreements 
with price provisions existed for cocoa, coffee, sugar and tin. Only one 
commodity, rubber, was added to this list as a result of negotiations under the 
Integrated Commodity Programme.

The incorporation of price provisions into an international agreement clearly 
requires a unit in which the price provisions will be expressed. The prominence 
of the dollar made it an obvious choice, and three of the five commodity agree­
ments, those for cocoa, coffee and (when its agreement had price provisions) 
sugar, denominate their price objectives in terms of US dollars. Of the other 
two, the price provisions of the tin agreement are denominated in Malaysian 
ringgits, while those of the rubber agreement are denominated in a mixture of 
Malaysian ringgits and Singapore dollars. However, both these two currencies 
have in effect been closely tied to the US dollar during its recent upheavals. 
The Malaysian ringgit’s exchange rate was US$2.212 at the beginning of 1981, as 
the dollar’s rise was beginning, and so far the monthly average has never fallen 
more than 9% below this level (while, for example, the Deutsche Mark rate fell 
by a maximum of 53% over the same period). The Singapore dollar fluctuated 
still less against the US dollar. Their linkage to the US dollar can also be shown 
by the fact that the standard deviation of their exchange rates against the 
dollar is much less than the standard deviation vis-a-vis the SDR.

Thus all of the commodity agreements with price ranges were directly or 
indirectly linked to the US dollar. Clearly, at a time when the dollar was 
fluctuating, any attempt to maintain a price range denominated in dollars 
imposed additional burdens on the Agreements. During periods of excess supply, 
the floor price that was being defended was set much higher, in terms of its 
purchasing power against a representative bundle of internationally traded goods, 
than had been anticipated at the time the Agreement was drawn up.

In all of these commodity agreements, the defence of the floor price posed the 
greatest problems during the period of the dollar’s strength. In the case of sugar, 
the other weaknesses of the Agreement, notably the lack of effective disciplines 
on the growth of EEC exports and the inadequacy of the stock and export quota
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provisions, were such that it is most probable that the Agreement would have 
been ineffective in maintaining the price within the range even if the dollar 
had not become over-valued. Thus, it can be argued that deep-seated structural 
imbalances lay at the root of the failure to renew the economic (price­
supporting) provisions of the International Sugar Agreement at the end of 1984. 
But in the case of the other commodities, dollar-related problems were very 
much to the forefront.

In the case of coffee, the floor price was effectively defended, but European 
consumers, who saw supplies being restricted at a time when prices in their 
currencies were at relatively high levels by historical standards, were embittered, 
and their resentment may endanger the future viability of the Agreement. In the 
event, only two consumers actually left the Agreement (Hungary and Israel), but 
the strong incentive to quit that emerged may be remembered by many 
consumers when the Agreement is re-negotiated.

The coffee Agreement is based on quotas restricting supplies to importing 
member countries, while exports to non-Members arc not restricted. Inherent in 
it, therefore, is the potential for a two-tier market at times of excess supply. 
The disparity between quota and non-quota prices was certainly increased as a 
result of the raising of the real value of the Agreement’s price range: this held 
back demand in quota areas, at the same time as it stimulated supply. The 
depression of non-quota coffee prices that resulted from oversupply, as well as 
the combination of a dollar-denominated price range and a high exchange value 
of the dollar, was thus particularly onerous to those countries with a high 
proportion of non-quota exports (Indonesia being the most striking example).

The cocoa Agreement differs from the coffee Agreement in two important 
respects: the USA is not a member, and, instead of operating by export quotas, it 
defends its price range by means of a buffer stock. The importance of the USA 
is also much smaller in the world cocoa economy than in the case of coffee: 
while the USA accounted for 21% of world coffee consumption in 1984, it 
accounted for only 12.5% of world cocoa consumption. Moreover, a much higher 
proportion of world coffee production derives from countries for whom the US 
is a major trading partner: Latin America accounts for two thirds of world 
coffee production, and only one third of world cocoa production. Thus the use 
of the dollar as a numeraire has much less justification in the cocoa Agreement 
than in the coffee Agreement.

Comparing the experience of the cocoa and coffee Agreements, it will be 
recalled from the theoretical discussion that the local-currency price effect of a 
change in the dollar exchange rate is expected to be greater for those 
commodities in which the USA is more important. The stimulus given to coffee 
supply, for this reason, may have been greater, and added further to the 
pressure on prices in non-quota markets.

Two years of ample cocoa supply, in 1981 and 1982, coincided with the period 
in which the dollar’s value was rising, and the result was straightforward: very 
quickly the resources of the buffer stock proved inadequate to defend a price 
range that was rising in terms of the local currencies both of the principal 
exporting and importing countries. When prices came back within the range, this 
was not due to further support measures within the context of the Agreement, 
but to exogenous developments affecting supply. In the case of coffee, the strong 
dollar arguably raised the revenues of member countries from their coffee 
exports, but in the case of cocoa neither producers nor consumers are content
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with the effect of currency fluctuations on the Agreement. Producers see the 
rise in the dollar as having been one of the reasons why the Agreement’s sole 
price support mechanism was rendered ineffective at an early stage, while 
consumers resisted appeals for further resources for the buffer stock on the 
grounds that the prices they were paying were well above those contracted for 
when the Agreement started.

Similar strains arose in the tin and rubber Agreements. (The USA is a member 
of the latter Agreement, but not of the former). Both had a greater degree of 
success than the cocoa Agreement in defending the floor price of the range. 
Rubber is unique among those commodities having an Agreement in that, for a 
brief period, a rise in demand pushed the price to the top of the range, so that 
it looked for a time as though sales would be made from the Buffer Stock: but 
in the event this did not occur, and at the time of writing the price has 
slumped back to a level at which further support buying is being undertaken by 
a buffer stock that has now accumulated more than half of its maximum 
permissible volume.

The experience of this period serves to reinforce a message that had become 
clear, for other reasons, in the previous decade. In the 1970’s, rapid inflation in 
the dollar had put strains of a quite different kind on commodity Agreements. 
At that time, the problem that was posed by the use of the dollar as a 
numeraire was as follows: since the price range that is negotiated is normally 
valid for a pre-determined period, in a time of inflation producers will 
anticipate the real value of the price range at the end of the period, and will 
argue for a price range that meets their objectives even after allowance has 
been made for the effects of inflation. Consumers, however, may find such a 
price range unacceptable in the immediate future, even though they may feel 
that it will have been eroded to an acceptable level by the end of the period of 
its validity.

This is the same problem as the problem posed for commodity Agreements by 
the soaring dollar, but in another guise. In both cases, the moral is clear: 
commodity Agreements have enough difficulty in anticipating and devising 
measures to cope with the physical fluctuations in the volume of supply and 
demand of the commodity. They should not also have to deal with the additional 
problem of anticipating and dealing with purely monetary phenomena.

This may sound like a plea for an unattainable goal: a constant and universally 
applicable measure of value. However, there are practical steps that can be taken 
in the context of commodity Agreements to move closer to this ideal, even if it 
cannot be fully reached. The step that has been most widely canvassed is the 
use of the SDR as a unit of value, rather than the dollar, in commodity 
Agreements.

The SDR is a basket of currencies with weights assigned to them, roughly in 
proportion to their importance in financing world trade. As such, it has the 
advantage of being less subject than any individual currency to fluctuations that 
may result from internal policy changes within a single country. It falls short of 
the ideal, however, in two important respects. In a period of rapid inflation 
among many major economies, such as occurred in the latter half of the 1970’s, 
the SDR will not preserve its purchasing power: it will lose purchasing power as 
a weighted average of the rates of inflation of the currencies composing the 
basket.
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Secondly, there is no guarantee that the set of weights used for calculating the 
SDR is the appropriate set of weights for a particular commodity agreement. As 
pointed out in contrasting the coffee and cocoa agreements, the importance of 
the currencies used to denominate the price range should reflect the pattern of 
trade in the commodity, and the pattern of imports of the countries exporting 
the commodity.

However, to overcome these shortcomings would require the use of artificially 
constructed hypothetical currencies. One could even advocate that instead of 
using currencies at all, the price be denominated in relation to an agreed basket 
of physical goods reflecting the characteristics of the commodity (in particular 
its substitutes) and of the countries that export it. This would lead even further 
away from a readily understandable and instantly recognisable measure of value. 
Even the SDR, despite its increasing use, suffers from the fact that it is poorly 
understood and lacks the markets that exist for the major currencies, in which 
futures and forward transactions can be made.

Notwithstanding these shortcomings, the use of the SDR in commodity 
Agreements would certainly lessen the pressures imposed on them by currency 
instability. In present circumstances, its use should be advocated by members of 
commodity agreements. In the event that the decline of the dollar gives rise to 
even greater turmoil in currency markets than did its rise, consideration could 
be given to some of the more radical suggestions made above about 
denominating price ranges, but in the present climate the complication they 
would cause is probably not justified by the benefits they would bring.

In addition to the International Commodity Agreements in the proper sense of 
the word (implying membership by both producing and consuming countries), the 
problems faced by OPEC, a producer-only organisation, also deserve mention. The 
OPEC marker price, which, like the International Coffee Agreement, its members 
attempt to defend by a set of export quotas, has been denominated in dollars, 
and has come under severe pressure during the period in which the dollar has 
been high (more recently, during 1985, the price has at last begun to slip even 
when denominated in other currencies). In part this pressure represents the 
lagged effect of adjustments made on the supply and demand side, in non-OPEC 
countries, in response to the 1979 oil price increases. However, here too the use 
of the dollar undoubtedly added to the difficulties of maintaining the price. 
OPEC’s problems show up with particular clarity a difficulty which has beset 
other commodity agreements to a lesser degree: the problem of market
confidence. Expressed in, for example, Deutsche Marks, prices of crude oil have 
been on a rising trend throughout this period, (though there have been signs of 
pressure since the beginning of 1985). However, the dollar range has come under 
severe pressure, and had to be revised downwards on two occasions. These revis­
ions have created a perception of lack of success in maintaining the cartel, 
which in turn may have influenced sentiment on oil markets, and may have 
contributed to the decline in the demand for oil stocks which has exacerbated 
OPEC’s problems. As always, there are great difficulties in separating currency- 
related effects from the multitude of other influences, but it is likely that the 
oil price, however expressed, would have been higher towards the end of this 
period if the crisis of confidence had been avoided by defending a non-dollar 
related range. Whether OPEC’s net revenues over the entire period would have 
been higher is a separate, and more doubtful, question.
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B. Attempts to Cope with New Forms of Uncertainty

(i) The Choice of Currency Basket for Debt Financing

A previous section of this paper showed the level of debt service obligations, 
and the currency in which they are denominated, to be of great importance in 
determining the real value of commodity exports (i.e., the appropriate deflator to 
use for transferring nominal price changes into real price changes). Another 
section of the paper showed how significant have been the currency revaluations, 
in real terms, which have been experienced by many African commodity­
exporting countries. This section addresses the policy choices implied by these 
issues. In what currencies should debt be contracted? To which other currencies 
should national currencies be linked?

Turning to the first of these questions, two dimensions need to be considered. 
The first is the question of how to minimise the level of the future real burden 
of debt service payments, and the second is how to minimise the risk of an 
adverse mismatch between the currencies in which debt obligations are due and 
those in which payments for exports are received.

Here the concern is with the second of these issues. Minimising the level of 
future debt services might, under certain circumstances, imply forming an 
opinion of which currency is likely to undergo the most severe devaluations, vis- 
a-vis other currencies and, providing that the interest rate differential does not 
cancel out the expected loss from devaluation, choosing to contract debt in that 
currency. This is in effect an attempt to second-guess financial markets: in an 
efficient financial market, interest rate differentials will exactly cancel out 
expected future exchange rate changes. (It could be argued that there is little 
evidence that financial markets are efficient in this sense: if one were to look 
at interest rate differentials between currencies over the last few years, and 
interpret these as the market’s implicit predictions of future exchange rate 
changes, one would find that the market had been predicting a fall in the dollar 
consistently, and consistently wrongly, over the last few years).

Such a strategy is inherently risky. An alternative low-risk strategy is to try to 
ensure that the effect on debt service obligations of any fluctuations in the 
value of the major currencies is offset by an equal effect on export earnings. 
For countries exporting manufactured goods, the obvious way to do this is to 
ensure, as far as possible, that the share of different currencies in external debt 
is approximately equal to their share in export earnings: thus, for example, if 
one half of manufactured exports go to the EEC and one half to North 
America, external debt would be divided between ECUs and dollars.

For commodity exporters, the issue is a little different. Consider, first, the case 
of a country where all commodity exports are based on spot transactions. Given 
the possibility of arbitrage, the price received for the commodity will be the 
same (give or take transport costs) wherever it is exported to. However, changes 
in exchange rates between the major currencies will exert an influence on its 
real price, in the ways discussed in the theoretical section above. As was shown 
in that section, the extent of this influence will depend on the share in world 
consumption of the country whose currency fluctuates. Thus the avoidance of a 
mis-match, caused purely by currency fluctuations, between export earnings and 
debt service obligations would imply contracting debt in proportions equal to the 
relevant currency’s share in world consumption of the commodity. For example,
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a country exporting only coffee, even if all its coffee exports go to the EEC, 
should contract a higher proportion of its debt in dollars than another country 
exporting cocoa, even if all that country’s cocoa exports are destined for the 
USA; because the higher proportion of coffee consumption in the USA makes its 
real price more dependent on dollar fluctuations.

Of course such a strategy only guards against those influences on commodity 
export earnings that are specifically currency-related. The issue of safeguarding 
against other effects on commodity prices is addressed below.

When commodities are sold on a basis other than simple spot transactions, the 
choice of currency in the debt basket must then be modified so as to take into 
account the currencies in which transactions are denominated. For example, a 
country entering into commitments to deliver commodities at a price fixed in 
sterling is uninsured against windfall gains or losses if its debt is denominated 
mainly in other currencies. The mis-match can be solved, either by raising the 
proportion of sterling in the debt basket, or by entering into parallel 
transactions on financial futures markets to ensure that, when forward 
transaction denominated in sterling are entered into, they are accompanied by 
measures to ensure that the foreign currencies required for debt service are 
available at known rates (for example, by entering into forward transactions to 
purchase the foreign currency needed in exchange for sterling).

Concerning the choice of currency to which the exchange rate is pegged, the 
principal message that emerged from the empirical data was the need to avoid 
the massive real revaluations that have taken place in recent years. This 
requires, first and foremost, the need to ensure that the local currency’s 
purchasing power is kept roughly in line with that of its trading partners. The 
choice of a link with another currency is a secondary matter, though, when the 
"linked” currency experiences major shifts in real value, the link should be 
reviewed. Again, the use of the SDR presents some attractions, but, of course, 
choosing the SDR in no way detracts from the primary importance of keeping 
domestic monetary policy and exchange rate policy closely in step.

(ii) Risk management in financial and commodity markets

In commodity markets, there are three principal kinds of risks faced by export­
ers. First, there are risks from exceptional and inherently unpredictable events, 
such as bad weather, political upheavals and strikes, which change the short 
term movements in price. Second, in the long term there is uncertainty over the 
secular trend in prices. Third, over both the short and the long term there are 
risks from fluctuations in exchange rates and interest rates. All three types of 
risk have to be managed in the context of each producer's seasonally fluctuating 
production and input patterns.

Developing countries are not alone in facing these risks, however. Multinational 
companies which produce or market commodities, banks which lend money to 
such companies, and producers of primary products in developed countries have 
had to face identical problems. Like developing countries, these organisations 
have learned at considerable cost that sudden changes in exchange rates, selling 
prices, interest rates and input costs can seriously affect their returns on 
existing production facilities and the profitability of new investments. Their 
response to these new risks has been to adapt their management strategies to 
give themselves as much protection as possible against uncertainty in the markets 
for commodities and financial instruments.
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Accordingly, since the early 1970s there has been extremely rapid growth in the 
use of a wide range of financial instruments for managing the risks inherent in 
commodity price volatility. This growth in usage has resulted in the 
accumulation of a great deal of knowledge of, and experience in the application 
to newer types of risk of risk management tools which have been used for at 
least a century in the traditional commodity markets. Central to this 
development has been the expansion of futures markets. Traditional futures 
markets offer commodity exporters the chance to hedge export earnings, thereby 
moderating the risk of price uncertainty. (Of course, two types of risk remain: 
first, basis risk, the risk that the difference between the futures market price 
and the market into which the cash product is sold will alter, and, second, 
output risk, the risk that the quantity eventually exported will be different 
from the quantity hedged. The presence of output risk means that hedging 
cannot eliminate revenue variability, but it can reduce it.) But the availability 
of futures markets in currencies makes it possible to ensure a certain level of, 
say, dollar receipts from the future sales of a commodity whose price is 
denominated in sterling, by selling sterling futures equal to the value of the 
hedged sterling sales of the commodity. In this way, a commodity exporter 
earning sterling but paying for imports (or repaying debt) in dollars obtains 
protection against movements in the sterling/dollar exchange rate as well as 
movements in the sterling commodity price. Similarly, interest rate futures allow 
hedging against changes in international interest rates. Since small changes in 
interest rates and exchange rates can bring about huge changes in developing 
countries’ balance of payments (by altering their debt repayment burdens), the 
value of locking in repayment obligations is obvious. World Bank calculations 
indicate that, if the oil-importing developing countries had insulated their dollar 
debt repayment obligations against the recent dollar appreciation, a savings of 
almost $5 billion in annual payments would have been realised.

The use of futures markets confers benefits additional to price protection. 
Producers can use the relationships between futures contracts of different 
maturities to cover the costs of storing commodities. Moreover, hedged stocks or 
hedged production provide a higher quality of collateral for a lender than 
unhedged production, allowing exporters access to better borrowing terms. This 
can assist in short-term marketing strategies, but some futures and option market 
techniques allow producers to construct long term price hedges extending over 
several years. These make it possible to guarantee price levels from new projects, 
and thus help obtain project finance. In practice, this technique has been used 
in some recent mining investments to arrange better borrowing terms.

One feature of futures markets is that, in addition to protecting the hedger 
from adverse price movements, they also make it impossible for hedgers to 
benefit from favourable price movements. Options, however, which are presently 
available on a wide range of internationally traded primary commodities, can be 
used only to provide insurance against adverse outcomes, without removing the 
possibility of windfall profits in the event of favourable changes in price. 
Although trading in options is less established than trading in futures, and there 
is not as large a body of accumulated experience in the application of options to 
risk management in commodity markets, there would appear to be considerable 
scope for the increased use of options in commodity markets. Moreover, although 
there is a large number of traded options available on the world’s commodity 
exchanges, non-traded options can be written for specific purposes by a number 
of banks and trading houses. This increases the flexibility of options compared 
to futures markets.
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Options confer the right to buy or to sell at a specified price, and impose the 
corresponding obligation to sell or to buy on the grantor of the option. (In this 
respect they differ fundamentally from futures contracts, where each purchase 
must correspond to a sale.) The holder of the option, however, does not have to 
exercise his option: he can simply let it lapse if spot market developments are 
favourable, and he will in this case simply forfeit the money he originally paid 
for the option. In this respect, they resemble a form of insurance premium, 
which allows bad outcomes to be insured against for the price of the insurance 
contract. (Clearly, the insurance premium is forfeited in each year where there 
is no bad outcome.) Options are available on stocks, on commodity physicals and 
on commodity futures: in each case, they confer the right to make a transaction 
at an agreed price during a specified future period.

Options which confer the right to buy arc known as "calls". Most stock options 
are of this type. Options which confer the right to sell are known as "puts", and 
it is these options which are of interest to producers and exporters of 
commodities. Puts, therefore, resemble an insurance premium against falls in the 
price: if a producer buys a put option on a futures contract, he can exercise the 
option if prices decline below the level specified in the option, or he can let the 
option lapse if prices rise. A simple example is the following. Suppose that a 
producer buys, on April 1st, options on August futures which give him the right 
to sell August futures at $100. (Let us assume that, at $100, his production costs 
are covered.) If the price of August futures in June turns out to be $75, the 
producer can exercise his option, and he will buy (at $75) the futures which he 
has the right to sell at $100. The profit on this transaction can offset whatever 
losses he may make on selling physicals at $75. Conversely, if the price rises to 
$125, the producer will choose not to exercise his option, and will simply sell his 
physical output at $125. Clearly, the grantor of the option faces price risk, and 
this risk is reflected in the price of the option. (The price of an option will, 
therefore, reflect expectations about the future price of the underlying good.)

To producers, there are two principal advantages of options over futures. The 
first is that protection is afforded against adverse outcomes without removing 
the possibility of windfall gains from rises in price. The second is that once the 
option has been purchased, there is no risk of having to meet expensive margin 
calls. Two disadvantages, however, are, first, that the option has to be purchased 
outright. This can be expensive, and, like any insurance payment, it can turn out 
to have been unnecessary. If the price does not fall, there is no return on the 
funds invested in the option. (Equally, of course, risk reduction cannot be 
costless.) Second, it is not possible to roll options forward in the straightforward 
way which is possible in futures markets. A combination of options and futures 
can do the same job as rolling options forward, but this does make the operation 
rather complicated.

It appears to be the case that developing countries make little use of futures 
markets. While much use of futures markets is by dealers who may be acting on 
behalf of developing country exporters, the indirect evidence suggests this is on 
a limited scale. While the existence of a futures market can be expected to 
improve the efficiency of the operation of the spot market, and thus yield 
benefits to market participants who do not use the futures markets, it is 
appropriate to ask why developing countries do not make more extensive use of 
them. There are two principal reasons.

The first is connected with the institutional structure of export marketing in
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developing countries. Many commodity exports are handled by parastatal bodies 
which serve a variety of functions in addition to maximizing the profits of 
exporting, and personnel are rarely trained in techniques of futures trading. 
Developing country governments, which often keep a close watch on their 
commodity exporters, frequently view futures trading as inherently speculative. 
This is by no means uniformly true in all developing countries, but it is 
interesting to note that even in those developed countries where commodity trade 
is handled by parastatal bodies, use of futures markets is very limited: for 
example, a parastatal controls Norway’s wheat imports and makes very little use 
of futures markets to hedge its purchases. To some extent, the hesitant attitude 
towards futures markets characteristic of parastatal bodies simply represents a 
slow learning process, and as risk continues in world markets, the high costs of 
failing to use risk management techniques will eventually constitute a 
sufficiently powerful case for their use. Yet there is undoubtedly a role for 
commodity exchanges and others involved in futures and options trading in 
educating export marketers in the benefits of futures and options markets.

A second, and perhaps more important reason, is that both futures and options 
trading require access to foreign exchange. In the case of options, which must be 
purchased outright, there is a high initial currency requirement. In the case of 
futures markets, foreign exchange may be needed throughout the life of the 
contract to meet margin calls. These have to be paid very quickly, and can 
amount to very large sums; and, even in developing countries where there is no 
serious shortage of foreign exchange, licensing procedures can often take too 
long to allow exporters to meet these margin calls. Developing country 
governments are also frequently sceptical about the wisdom of entrusting large 
amounts of foreign exchange to a small number of individuals, and so will not 
suspend these licensing procedures. Moreover, the sums of money can be very 
large. For example, Zambia produces over 400,000 tonnes of copper which, at a 
price of 60 cents/lb, is worth over $550 million. Zambia could hedge this 
production by selling, on the New York Commodity Exchange, 400,000 tonnes of 
futures, and the initial margin on the hedge sale would not pose a major 
problem. If the price of copper doubles to 120 cents/lb, however, Zambia would 
be faced with an immediate margin call of $550 million. This is a large sum in 
relation to Zambia’s foreign exchange reserves: and, while it could be borrowed 
and easily paid off in the course of a year, if price remained at the higher 
level, interest costs would be substantial. (A further problem is that hedging in 
rising market will prove to have been unnecessary, since higher revenues would 
have resulted if no hedging takes place. In this instance, therefore, the margin 
calls come at the same time as opportunity losses.)

The large size of the sums of money involved militates against the use of 
futures markets by most developing countries to construct hedges over periods 
longer than the marketing year. Within the marketing year, however, improved 
access to credit would allow exporters to reduce the uncertainty they face. 
Within developed countries, a similar problem has been faced, since margin calls 
are typically beyond the financial means of individual grain farmers, for 
example, who might otherwise hedge their production. What typically occurs in 
developed countries is that banks have special commodity credit facilities under 
which they take the crop as collateral. Banks are then willing to make margin 
payments, because the value of their collateral increases as the margin calls are 
made. (This is a further important reason why futures are rarely used for longer 
periods than the marketing year, at least in the case of grains, where producer 
hedging in developed countries is quite advanced: in a particular year, actual 
output is available as collateral, whereas for future years, the output is not 
actual, and thus loans raised against future output are less secured than those 
where the present crop is the collateral.)
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There is no reason why a similar type of measure could not be operated at the 
international level, with some kind of financing facility available to developing 
countries, analogous to the IMF’s compensatory financing facility. Monies lent 
under this facility would only be available to finance margin calls, but it would 
be a risk-less form of lending, and it would not increase developing countries’ 
net indebtedness (since the loans would be automatically self-liquidated as the 
hedged commodity is sold.) An alternative would be for international guarantees 
to be provided for commercial bank lending for margin calls. Clearly, in either 
case, lending would be conditional on proper hedging practices being followed.

The disadvantage from developing countries’ point of view is that hedging both 
eliminates the possibility of windfall profits and would be prohibitively 
expensive for more than one season. Options contracts have neither of these 
disadvantages, and have several advantages as well: the requirement for credit is 
fixed at the outset, and there is much less scope for officials of exporting 
organisations to back a view of the market’s development with financial 
obligations. The options which are presently traded, however, are unlikely to be 
suitable for developing countries concerned to stabilise export revenues. Options 
can be specially written by trading and lending institutions (they are called off- 
market, or dealer options) but it is by no means clear that the market will be 
able to provide options on a scale which would be required if a large number 
of developing countries wished to pursue the idea. Options certainly are an 
important tool of risk management whose potential value for developing country 
exporters needs to be examined in greater detail.
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V. Summary and Conclusions

This paper explores the effects of the recent (1981 to date) period of currency 
instability on markets for certain commodities, particularly those exported by 
sub-Saharan Africa. It examines the performance of commodity prices and con­
sumption of commodities, and seeks to find answers to two questions:

(i) Have commodity prices failed to benefit from the recent period of 
economic growth in the OECD?

(ii) If so, to what extent has this to do with currency instability, or to the 
underlying factors which themselves have caused currency instability?

In addition, the study considers the policy issues that confront commodity 
exporting countries during a period of currency instability, and examines the 
efficacy of various tools for coping with currency instability, both at the nation­
al and international levels.

(1) Theoretical considerations

A survey of the theoretical literature indicates two ways in which one would 
expect currency fluctuations to affect commodity markets. The first issue relates 
to the effects of instability itself. If consumers of commodities are risk-averse, 
greater currency instability will lead them to import less. Equally, the incentive 
to export commodities is reduced, if exporters are risk-averse. One would there­
fore expect the volume of international trade (in commodities as in other 
products) to be adversely affected by commodity instability. The effect on price 
is ambiguous, and depends on whether importers are more risk-averse than 
exporters.

The second issue relates to the effect of rises in a particular currency, such as 
the dollar, on prices of commodities expressed in that currency or in other curr­
encies. Under most realistic assumptions, a rise in the dollar will lead to a fall 
in the price of commodities expressed in dollars, and a rise in their price 
expressed in other currencies. The extent of these changes will depend both on 
the share of the US in total consumption of the commodity, and on the sensitiv­
ity of demand and supply to price changes. As a rule, the greater the share of 
the US in total consumption of the commodity, the less will be the decline in 
the dollar price and the greater the rise in the price when expressed in other 
currencies.

(2) The Macro-economic Context

The rise of the dollar between 1981 and 1984 was not an isolated phenomenon, 
and it would be inadequate simply to look at commodity market behaviour over 
this period, and conclude that all the observed changes were due solely to the 
rise in the dollar, and not to any other causes. The attempt to isolate the effects 
of currency instability must start with an analysis of the macro-economic 
context within which these changes took place.

The period from 1981 to 1984 saw three related developments, all of which had 
profound implications for the world economy. The rise in the dollar was one; a 
rapid rise in real interest rates was another; and a ballooning of the USA’s defi­
cits on trade and, more generally, in the current account of the balance of 
payments, was the third. Each of these phenomena is intimately related to the
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expansion of the US budget deficit, its effects on interest rates in a low-savings 
economy like the US, and its effect on exchange rates in a period when falls in 
capital outflows bore the brunt of financing the current account deficit. To isol­
ate the effects of currency fluctuations implies finding some way of taking 
account of changes caused by the other two results of the US budget deficit.

(3) Empirical findings

The first task of the empirical analysis is to look for unexpected changes in the 
volume of physical demand. For each of the major commodities exported by sub- 
Saharan Africa (excluding South Africa), the level of OECD consumption over 
the period 1981 to 1984 has been deflated by an appropriate index of the level 
of activity in the OECD economies (i.e by total OECD GDP, or total OECD 
industrial production), in order to look for any recent aberrations in the rela­
tionship between the OECD economic cycle and the volume of demand for 
commodities. For all of the commodities studied, there is strong evidence of a 
low income elasticity of demand (i.e., over the period as a whole, the trend in 
commodity consumption per unit of GDP or IP has been falling). However, in 
nearly all cases OECD consumption has been on or above the trend line during 
the 1981-1984 period. It is concluded that the peculiar macro-economic develop­
ments of the 1981-1984 period had no adverse effect on the level of physical 
consumption of commodities in the OECD.

In addition, the relationship between volume changes and price changes is exam­
ined. For most commodities, periods of below-trend price levels have been assoc­
iated with periods of above-trend supply. This suggests that, for these commodit­
ies, fluctuations in supply, rather than in demand, are the main reason for price 
fluctuations. The important exceptions to this finding are, firstly, copper: as 
would be expected, low copper price have been due mainly to demand disturb­
ances, particularly in the post-1975 slump. Secondly, sugar price fluctuations too, 
in the recent past, have been due more to the weakness of demand. However, in 
the case of both sugar and copper, as the previous paragraph’s findings suggest­
ed, the weakness of demand recently represents a long-standing adverse trend 
rather than any special disturbance in the period of the strong dollar.

Having rejected the hypothesis that there has been some disturbance to previous 
patterns of demand during the period when the dollar was high, attention turns 
to supply. For sub-Saharan commodity exporters, the question of exchange rate 
influences on the real returns to commodity producers is examined: did domestic 
inflation proceed more rapidly than exchange rate depreciation, thus damaging 
exporters’ interests, or was the reverse the case? For most countries, (with 
Malawi and Kenya the most notable exceptions) a strongly negative effect on the 
domestic real price was observed, as a result of an appreciation of the real 
exchange rate. For countries that linked their currencies to the dollar, this could 
have been exacerbated by the rise in the dollar’s exchange rate against other 
currencies. The effect on supply would have been negative, but the effect on 
price positive.

Diagrams 8-26 provide a graphical summary of the main findings discussed in 
the two foregoing paragraphs.

The very high real interest rates (illustrated in Diagram 6) that were associated 
with the rise in the dollar could also have had an adverse impact on commodity 
prices. Even though the effects on the flow of physical demand during the 1981-­
1984 period seem to have been slight, a reduction of the willingness to hold
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stocks could have caused commodity prices to decline until a new equilibrium 
between stock levels and demand is established. There is evidence from a 
number of commodities that this has indeed occurred. Speculative, precautionary 
and transactions demand for stocks have all been reduced by the higher cost of 
stock-holding that is associated with high real interest rates, and there is evid­
ence from a range of commodity markets, including cocoa, oil and rubber, that 
previous relationships between stocks and price have broken down, in a way that 
is adverse for producers.

Currency instability also causes problems relating to the matching of the curr­
ency composition of debt to that of income. Sub-Saharan Africa is fortunate in 
having a lower share of dollar-denominated debt (53% in 1983) than other 
regions of the developing world. Here too, it is the rise in real interest rates, 
rather than the currency changes themselves, that have imposed the highest costs 
on developing countries.

The hypothesis that IMF-sponsored adjustment policies have caused a fall in 
commodity prices by encouraging competitive devaluations and over-stimulating 
commodity supply is examined (though of course the much wider issue of the 
appropriateness of such policies is beyond the scope of the study). It is rejected 
on the basis of the evidence already cited, that, far from devaluing, the African 
countries at least (though not necessarily other developing countries) have exper­
ienced for the most part very substantial real revaluations of their currencies.

(4) Adjustment to currency instability

The evidence that greater recourse has been had to countertrade is examined. It 
is concluded that countertrade can normally be expected to lead to an adverse 
movement in the barter terms of trade against commodity exporting countries 
using these techniques, but that there may be instances in which such trans­
actions lead to an overall increase in the capacity to import. In such cases, the 
price of an adverse movement in the terms of trade may have been worth 
paying to avoid disruption to the flow of imports.

Currency instability has clearly added greatly to the difficulties of operating 
International Commodity Agreements. Where such agreements have price provis­
ions (as in cocoa, coffee, tin and rubber) these prices are denominated either in 
dollars or, in the case of the rubber and tin agreements, in currencies such as 
the Malaysian or Singapore dollar which are closely linked to the US dollar. 
Fluctuations in the US dollar have meant that the real values of the price 
ranges have been very different from those anticipated when the range was set, 
or those compatible with equilibrium in the commodity market. It is concluded 
that the use of the SDR to denominate price ranges in such agreements would 
be preferable.

In order to match debt to commodity earnings with the minimum risk of a 
mismatch, a policy whereby the proportion of each currency in the country’s 
debt is approximately equal to that currency’s share in total consumption of the 
commodity is most suitable for country’s exporting solely commodities on spot 
terms. The modifications needed to take account of forward supply commitments 
denominated in particular currencies, and for non-commodity exports, are consid­
ered in the report.

Various financial instruments are available to reduce risk, whether related to 
currency fluctuations or to commodity price movements. The most important of
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these arc futures markets and options trading. Futures provide a way for 
countries to tie their future commodity sales to the presently prevailing price 
structure, ruling out both losses and gains that would accrue from fluctuations 
in prices or exchange rates. Options provide a way of insuring against losses 
without necessarily foregoing windfall gains. The limitation of both of these 
tools, from the point of view of developing countries, is that they require initial 
access to substantial foreign exchange. In addition, futures trading becomes very 
expensive if undertaken further than one season ahead, while options trading 
requires further developments in existing options markets if it is to meet the 
needs of developing countries. Both tools, however, could play a part in a 
strategy to limit the risks faced by commodity exporting countries.
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